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Abstract

Many important theories in modern physics can be stated using the tools of differen-

tial geometry. It is well known that symplectic geometry is the natural framework to

deal with autonomous Hamiltonian mechanics. This admits several generalizations

for nonautonomous systems and classical field theories, both regular and singular.

Some of these generalizations are the subject of the present dissertation.

In recent years there has been a growing interest in studying dissipative mechani-

cal systems from a geometric perspective by using contact structures. In the present

thesis we review what has been done in this topic and go deeper, studying symme-

tries and dissipated quantities of contact systems, and developing the Lagrangian–

Hamiltonian mixed formalism (Skinner–Rusk formalism) for these systems.

With regard to classical field theory, we introduce the notion of k-precosymplectic

manifold and use it to give a geometric description of singular nonautonomous field

theories. We also devise a constraint algorithm for k-precosymplectic systems.

Furthermore, field theories with damping are described through a modification of

the De Donder–Weyl Hamiltonian field theory. This is achieved by combining both

contact geometry and k-symplectic structures, resulting in what we call the k-contact

formalism. We also introduce two notions of dissipation laws, generalizing the concept

of dissipated quantity. The preceding developments are also applied to Lagrangian

field theory. The Skinner–Rusk formulation for k-contact systems is described in full

detail and we show how to recover both the Lagrangian and Hamiltonian formalisms

from it.

Throughout the thesis we have worked out several examples both in mechanics and

field theory. The most remarkable mechanical examples are the damped harmonic

oscillator, the motion in a constant gravitational field with friction, the parachute

equation and the damped simple pendulum. On the other hand, in field theory, we

have studied the damped vibrating string, the Burgers’ equation, the Klein–Gordon

equation and its relation with the telegrapher’s equation, and the Maxwell’s equations

of electromagnetism with dissipation.

Keywords: contact manifold, k-contact structure, De Donder–Weyl theory, dissi-

pation law, field theories, Hamiltonian formalism, Lagrangian formalism, k-symplectic

structure, Skinner–Rusk formulation, symmetries, k-precosymplectic structure
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he compartit docència a la EPSEVG, EETAC, EEBE, FME i EPSEB per l’acollida

que m’han brindat i l’ajuda en la docència que sempre m’han ofert.
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Introduction

Geometric mechanics and field theories

The study of dynamical systems has always had a great impact on some branches of

mathematics, physics and engineering. Until the second half of the twentieth century,

the main advances in this field were based on analytical and numerical methods.

However, in the 60’s, J. Klein [110], A. Lichnerowicz [115, 116], J. M. Souriau [144]

and W. M. Tulczyjew [148, 149, 150] among others began to use modern methods in

differential geometry in order to study physical systems.

This geometrization of physical systems provides a correspondence between physi-

cal concepts and well-known intrinsically defined geometric objects. For instance, the

differential equations defining a physical system can be thought as vector fields in

the phase manifold of the system, symmetries can be identified with actions of Lie

groups on the phase manifold and the constraints arising in a physical system pro-

vide submanifolds of the phase space. Ultimately, physical concepts must not depend

on coordinates, which justifies the use of geometric, coordinate-free formulations of

physical theories.

Mechanical systems can be formulated in terms of differential geometry. For

instance, the natural framework for autonomous mechanical systems is symplectic

geometry [2, 5, 27, 30, 55, 76, 95, 114, 118, 120]. One of the main results in symplectic

geometry is the so-called Darboux theorem [1, 17, 35]. The proof can be extended to

presymplectic manifolds [34]. Time-dependent mechanical systems can be described

by using cosymplectic and precosymplectic or contact geometry [1, 8, 25, 57, 61, 72,

107, 118].

Geometric covariant descriptions of first-order classical field theories can be per-

formed by appropriate generalizations of these structures. The simplest one is k-

symplectic geometry introduced by A. Awane [6, 7], and used later by M. de León

et al. [51, 53, 54], and L. K. Norris [122, 125] to describe first-order field theories.

They coincide with the polysymplectic manifolds described by G. C. Günther [96]

(although these last ones are different from those introduced by G. Sardanashvily et

al. [75, 140] and I. V. Kanatchikov [106], that are also called polysymplectic). This

structure is applied to first-order regular autonomous field theories [18, 62, 137]. The

degenerate case can be dealt with through the notion of k-presymplectic structures,

which allows to describe the corresponding field theories where the Lagrangian is

singular [85].

A natural extension of the above are k-cosymplectic manifolds, which allow to

ix
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generalize the cosymplectic description of non-autonomous mechanical systems to

regular field theories whose Lagrangian and/or Hamiltonian functions, in local de-

scription, depend on the space-time coordinates [50, 52]. The singular case of these

theories is described in [92]. See [56, 86, 124] for more details on the k-symplectic

and k-cosymplectic formalisms.

Finally, one can consider the multisymplectic formalism, which is a more general

formalism for classical field theories that can be constructed using multisymplectic

geometry, which was first introduced by J. Kijowski, W. M. Tulczyjew and other

authors [77, 108, 109]. See also [3, 24, 46, 62, 63, 65, 78, 100, 111, 128, 135, 138, 141].

Although there are some partial results [21, 45, 121], a Darboux-type theorem for

multisymplectic manifolds in general is not available.

Contact mechanics and field theories

The interest in dissipative systems has grown significantly in the recent years. In

part, this is because of the adjunction of contact geometry [8, 72, 107] to the study

of non-conservative Lagrangian and Hamiltonian dynamical systems [13, 15, 26, 39,

41, 68, 117]. It has been seen that this geometric approach using contact geometry

is very useful in many different areas such as thermodynamics [14, 142], quantum

mechanics [31], circuit theory [82] and control theory [132] among others [16, 38,

42, 43, 57, 64, 107, 147]. In [40], a constraint algorithm to deal with singular con-

tact Hamiltonian systems is developed. This constraint algorithm is used in [36] to

describe a generalization of the Skinner–Rusk formalism for contact systems. A gen-

eralization of this formalism to higher-order contact systems is developed in [37]. The

Herglotz principle [37, 94, 99] gives a variational formulation for contact Hamiltonian

systems. There have been several attempts to generalize this variational principle to

field theories [74, 112].

Constraint algorithms

Singular systems play a very important role in modern physics, both in mechanics

and, particularly, in classical field theory. Actually, many of the most important

physical theories are singular. For instance, Maxwell’s theory of electromagnetism,

Einstein’s general relativity and, in general, every gauge theory. Singular theories

have a main problem: the failure of usual existence or uniqueness theorems for the

solutions of the differential equations describing them. However, sometimes we can

solve this problem by finding a submanifold of the phase manifold where we can

ensure the existence of solutions by means of a constraint algorithm.

The first constraint algorithm for the Hamiltonian formalism of singular au-

tonomous mechanics was developed by P. A. M. Dirac and P. G. Bergmann [4, 58].

These articles were written using local coordinates and were later generalized [12,

59, 97, 105, 145, 146]. Many contributions in the geometric version of this algorithm

have been done for autonomous mechanical systems [79, 80, 81, 87, 88, 119, 123, 151].
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The constraint algorithm was also generalized to deal with nonautonomous mechan-

ical systems [25, 29, 48, 84] (see also [47] for the formulation using jet bundles).

This constraint algorithms were also adapted to work with field theories described

by singular Lagrangians in both the k-symplectic [85] and multisymplectic [46, 49]

formalisms.

Skinner–Rusk formalism

R. Skinner and R. Rusk developed a unified formalism to deal with singular sys-

tems more efficiently by combining in a single description both the Lagrangian and

Hamiltonian formalisms of mechanical systems [143] (although a previous description

using local coordinates had been made in [105]). The main goal of this formalism

is to obtain a common framework for both regular and singular systems. This for-

malism is sometimes called unified formalism because it describes simultaneously

the Lagrangian and Hamiltonian formulations of the dynamics. The Skinner–Rusk

formalism has been generalized to time-dependent systems [10, 20, 84]. In [33] it

was used to study vakonomic systems and compare the solutions of vakonomic and

nonholonomic mechanics. This formalism has also been extended to higher-order

autonomous and nonautonomous mechanical systems [90, 91, 129, 130], to describe

control systems [9, 32] and to field theory [19, 44, 60, 131, 133, 134, 152]. In partic-

ular, in [22, 23, 71] it was used to describe different models of gravitational theories.

The Skinner–Rusk formalism, in its original version for first-order autonomous

mechanical systems, is based on the Whitney sum of the tangent and the cotan-

gent bundles (the velocity and momentum phase spaces of the system respectively)

W = TQ ×Q T∗Q, called the Pontryagin bundle of Q. The bundle W is endowed

with a canonical presymplectic structure ω, which is the pull-back of the canonical

symplectic form of the cotangent bundle T∗Q. Given a Lagrangian function L in

the tangent bundle TQ, we can construct a Hamiltonian function H = C − L in the

Pontryagin bundle W, where C is the so-called coupling funcion. Thus, we have a

presymplectic Hamiltonian system (W, ω,H). Now we can write the Hamiltonian

equation i(X)ω = dH, where X is the vector field containing the dynamics of the

system.

This formalism has several advantages with respect to the Lagrangian and Hamil-

tonian formalism. In the first place, we recover the Legendre map FL as constraints

from the compatibility condition. We also obtain the holonomy condition as a di-

rect consequence of applying the constraint algorithm (even if the Lagrangian is

singular). Finally, it is important to point out that both the Lagrangian and Hamil-

tonian formalisms can be easily recovered from the Skinner–Rusk formalism. The

main drawback of this formalism is that the presymplectic system obtained is always

singular, and hence we need a suitable constraint algorithm [79, 80, 81].
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Goals of the thesis

In the preceeding paragraphs we have mentioned several problems in geometric me-

chanics and field theories. The present thesis aims to offer advances on those topics.

In particular, the main goals of this thesis are the following:

• To develop a constraint algorithm to deal with singular nonautonomous field

theories in the k-cosymplectic framework, generalizing the one given in [85] for

singular autonomous field theories using the k-symplectic framework.

• To complete the contact Lagrangian formalism for dissipative mechanical sys-

tems. In particular, to give a complete study of contact Lagrangian functions

with holonomic dissipation term and study the different notions of symme-

try and infinitesimal symmetry for contact systems and see how we can find

dissipated and conserved quantities from these symmetries.

• Generalize the Skinner–Rusk formalism to contact systems and apply it to

different examples of both regular and singular dissipative mechanical systems.

• Extend the notion of contact manifold and k-symplectic structure to deal with

dissipative field theories. This new geometry has been called k-contact geome-

try.

• Use the framework of k-contact geometry to develop a Hamiltonian formal-

ism and a Lagrangian formalism for dissipative field theories and study their

symmetries and dissipation laws.

• Generalize the Skinner–Rusk mixed formalism to the case of k-contact systems

and apply it to many different examples, both regular and singular.

Structure of the dissertation

This thesis is divided in two different parts. The first one, Chapters 1–4, is devoted

to the study of contact mechanical systems.

In Chapter 1 we study contact systems. We begin by reviewing the most impor-

tant notions of contact geometry. We define the notions of contact manifold, Reeb

vector field and state the existence and uniqueness of the Reeb vector field and give

the Darboux theorem for contact manifolds. With this geometric background, we

can define the notion of contact Hamiltonian system and write the contact Hamilton

equations for both vector fields and integral curves in many different ways. One of

them, which is partially equivalent to the others, is formulated without using the

Reeb vector field. The last section of this chapter is devoted to the study of contact

Lagrangian systems, paying special attention to the Lagrangians with a holonomic

dissipation term.

Chapter 2 is devoted to present several kinds of symmetries for both contact

Hamiltonian and Lagrangian systems. It is well-known that symmetries of symplec-

tic systems yield conserved quantities. In this case, some symmetries of contact
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systems give dissipated quantities. We also analyze some properties of symmetries

and dissipated quantities. In particular, we see that the quotient of two dissipated

quantities is a conserved quantity. We finish this chapter by studying the relation

between the symmetries of a symplectic systems and its conserved quantities and the

corresponding contactified system.

Chapter 3 is devoted to generalize the formalism developed by R. Skinner and

R. Rusk in [143] to the case of contact mechanical systems. We begin by defining

the phase bundle of the Skinner–Rusk formalism: the extended Pontryagin bundle

W. We describe the precontact structure of this Pontryagin bundle and define the

Hamiltonian function in W associated to a Lagrangian function. Thus, we can state

the Lagrangian-Hamiltonian problem. As this system is singular, we need to apply a

suitable constraint algorithm in order to deal with it. We study the constraints that

arise and, in particular, we recover the holonomy condition and the Legendre map.

Finally we show that both the Lagrangian and Hamiltonian formalisms described in

the previous chapters can be recovered from the Skinner–Rusk formalism.

In Chapter 4 we analyze several examples of dissipative mechanical systems. In

every example we study different aspects of the theory developed in the previous

chapters. The list of examples treated in this chapter is:

• the damped harmonic oscillator,

• the motion of a particle in a constant gravitational field with friction,

• the parachute equation,

• Lagrangians with holonomic dissipation term,

• central force with dissipation,

• the damped simple pendulum using the Lagrange multipliers method,

• Cawley’s Lagrangian with dissipation.

The second part, consisting of Chapters 5–10, is devoted to the study of field

theories. In particular, we deal with field theories described by singular Lagrangians

and we develop a geometric formalism to work with dissipative field theories.

Chapter 5 is a review of the k-symplectic and k-cosymplectic formulations of

first-order classical field theories. We describe both the Lagrangian and Hamiltonian

descriptions. We define the notions of k-symplectic and k-cosymplectic manifold and

state their corresponding Darboux theorems.

In Chapter 6 we summarize the constraint algorithm for autonomous field theo-

ries and develop a generalization of this algorithm to deal with nonautonomous field

theories. We begin by defining the notion of k-presymplectic manifold and prove

its corresponding Darboux theorem. Then, we describe the constraint algorithm for

singular autonomous field theories. In order to develop a constraint algorithm for

singular nonautonomous field theories, we first define the notion of k-precosymplectic
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manifold and prove the existence of global Reeb vector fields in them. Next, we gener-

alize the constraint algorithm previously described to nonautonomous field theories.

Finally, we present some examples in order to illustrate how does the constraint al-

gorithm work. In particular, we deal with Lagrangians affine in the velocities and a

singular quadratic Lagrangian.

Chapter 7 is devoted to present the k-contact Hamiltonian formalism for dissi-

pative field theories. We begin by introducing the framework of k-contact geometry,

proving the existence and uniqueness of Reeb vector fields and the existence of two

types of coordinates: adapted coordinates and Darboux coordinates. Then, we use

the geometric framework of k-contact geometry to develop the Hamiltonian formalism

for dissipative field theories. Finally, we generalize the different notions of symmetry

introduced in Chapter 2 for contact systems to k-contact Hamiltonian systems.

In Chapter 8 we develop the Lagrangian formalism for dissipative autonomous

field theories. In particular, we write the k-contact Euler–Lagrange equations. We

also give a brief summary on how to deal with dissipative field theories described

by singular Lagrangians and the correspondending constraint algorithm. Finally,

we define several notions of symmetry for k-contact Lagrangian systems and relate

them to dissipation laws. In particular, we pay attention to the symmetries of the

Lagrangian function.

Chapter 9 generalizes the Skinner–Rusk formalism for contact systems introduced

in Chapter 3 to the framework of k-contact systems. First of all, we define the

extended Pontryagin bundle W and give a complete description of its canonical k-

precontact structure. This allows us to state the Lagrangian-Hamiltonian problem

and apply to it the constraint algorithm described in the previous chapter. In partic-

ular, we give a complete descriptions of the constraints arising, including the sopde

condition and the Legendre map. We also see how to recover both the Lagrangian

and Hamiltonian formalisms from the Skinner–Rusk formalism.

Finally, Chapter 10 is devoted to analyze several examples of dissipative field

theories. In each example we study different topics of the theory developed in the

previous chapters. The list of examples studied in this chapter is:

• the damped vibrating string,

• two coupled vibrating strings with damping,

• Burgers’ equation as a contactification of the heat equation,

• the inverse problem for a type of elliptic and hyperbolic partial differential

equations,

• a comparison between Lorentz-like forces and dissipative forces on a vibrating

string,

• Klein–Gordon and the telegrapher’s equation,

• Maxwell’s equations with dissipation and damped electromagnetic waves.
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Throughout this thesis, all the manifolds are real, second countable and of class

C∞. Manifolds and mappings are assumed to be smooth and the sum over crossed

repeated indices is understood.
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Part I

Mechanics

1





Chapter 1

Survey on contact mechanics

This first chapter is devoted to review the main notions on contact geometry and

contact mechanics and to detail some of our contributions on these topics. In Section

1.1 we recall the notion of contact manifold, which is the main geometrical object

when dealing with contact dynamical systems. We state the existence and uniqueness

of the Reeb vector field and we also give the Darboux theorem for contact manifolds.

This theorem states that every contact manifold is locally diffeomorphic to the prod-

uct manifold T∗Q × R. In Section 1.2 we define de concept of contact Hamiltonian

system and we write the contact Hamiltonian equations for vector fields and integral

curves in many different ways. One of them, which is partially equivalent to the oth-

ers, is formulated without using the Reeb vector field. Section 1.3 is the one devoted

to the study of contact Lagrangian systems. We begin by extending the canonical

structures of the tangent bundle TQ of a manifold to TQ× R.

We see how these structures allow us to construct a contact structure (if the

Lagrangian is singular, the structure is precontact [40]) in TQ × R. We can also

define the notion of second-order differential equation. With all these geometric

tools, we can define the concept of contact Lagrangian system and write the contact

Euler–Lagrange equations. We will pay special attention to a particular case of

contact Lagrangian functions: the Lagrangians with holonomic dissipation term.

These Lagrangians are of great interest as they appear in many applications, as we

will see in Chapter 4. Some references on these topics are [13, 14, 15, 31, 39, 57, 68,

72, 82, 117].

1.1 Contact geometry

In this section we define some geometric structures that will be necessary to describe

the contact formalism of dissipative mechanical systems.

Definition 1.1.1. Consider a smooth manifold M of odd dimension 2n + 1. A

differential form η ∈ Ω1(M) such that η∧(dη)∧n is a volume form in M is a contact

form. In this case, (M,η) is said to be a contact manifold.

Remark 1.1.2. If η is a contact form, η′ = fη is also a contact form for every

3
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nonvanishing function f ∈ C∞(M):

η′ ∧ (dη′)∧n = fη ∧ (df ∧ η + fdη)∧n = fn+1η ∧ (dη)∧n 6= 0.

Notice that the condition η∧(dη)∧n 6= 0 implies that the contact form η induces a

decomposition of the tangent bundle TM in the form TM = ker η⊕ker dη ≡ DC⊕DR.

Proposition 1.1.3. Given a contact manifold (M,η), there exists a unique vector

field R ∈ X(M), called Reeb vector field, such that{
i(R)dη = 0 ,

i(R)η = 1 .
(1.1)

The Reeb vector field R generates the distribution DR, called the Reeb distri-

bution.

Remark 1.1.4. It is easy to check that LRη = 0 and hence, LRdη = 0.

Proposition 1.1.5. Let (M,η) be a contact manifold. Around every point p ∈ M
there exist local coordinates (xI , s) such that the contact form η and the Reeb vector

field R are written

R =
∂

∂s
, η = ds− fI(x)dxI ,

where the functions fI depend only on the xI . These coordinates are called adapted

coordinates of the contact structure.

Proof. Consider the coordinates (xI , s), I = 1, . . . , 2n rectifying the Reeb vector field

R in an open set U ⊂M . In these coordinates, R|U = ∂/∂s.

Then, η = ads − fI(x, s)dxI . Imposing conditions (1.1) we see that a = 1 and

∂fI/∂s = 0, and hence the result is proved.

Nevertheless, one can go even further and show that for every contact manifold

there exist Darboux-type coordinates:

Theorem 1.1.6 (Darboux theorem for contact manifolds). Consider a contact mani-

fold (M,η) of dimension 2n+ 1. Then, around every point p ∈M there exists a local

chart (U, qi, pi, s), i = 1, . . . , n, such that

η|U = ds− pidqi .

These coordinates are called Darboux, natural or canonical coordinates of the

contact manifold (M,η).

Notice that Darboux coordinates are a particular case of adapted coordinates and

hence, in Darboux coordinates, the Reeb vector field is

R|U =
∂

∂s
. (1.2)
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Now we are going to introduce a couple of specially relevant examples of contact

manifolds.

Example 1.1.7 (Canonical contact structure). Let Q be a smooth manifold of di-

mension n. Then, the product manifold T∗Q × R has a canonical contact structure

given by the 1-form η = ds− θ, where s is the canonical coordinate of R and θ is the

pull-back of the Liouville 1-form θ◦ ∈ Ω1(T∗Q) by the projection T∗Q× R→ T∗Q.

Taking coordinates (qi) on Q and natural coordinates (qi, pi) on T ∗Q, the local ex-

pression of the contact 1-form is

η = ds− pidqi .

We also have that dη = dqi ∧ dpi and hence, the Reeb vector field is R = ∂/∂s.

Example 1.1.8 (Contactification of a symplectic manifold). Consider a symplectic

manifold (N,ω) such that ω = −dθ. Let us define the product manifold M = N ×R.

Denoting also by θ the pull-back of θ to the product manifold, the 1-form η ∈ Ω1(M)

given by

η = ds− θ ,

where s is the cartesian coordinate in R, is a contact form on M . Thus, (M,η) is a

contact manifold called the contactification of N . The previous example, 1.1.7, is

just the contactification of the cotangent bundle T∗Q with its canonical symplectic

structure.

Given a contact manifold (M,η), we have the vector bundle isomorphism

[ : TM −→ T∗M

v 7−→ i(v)dη + (i(v)η) η

which can be extended to a C∞(M)-module isomorphism

[ : X(M) −→ Ω1(M)

X 7−→ i(X)dη + (i(X)η) η

Remark 1.1.9. Notice that with this isomorphism in mind, we can define the Reeb

vector field in an alternative way as R = [−1(η).

1.2 Contact Hamiltonian systems

This section introduces the concept of contact Hamiltonian system and gives three

different characterizations of the contact Hamiltonian vector field. We also offer a

new way of writing the contact Hamilton equations without using the Reeb vector

field R. This can be useful when dealing with singular systems, where we do not

have a uniquely determined Reeb vector field.
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Theorem 1.2.1. Given a contact manifold (M,η), for every H ∈ C∞(M), there

exists a unique vector field XH ∈ X(M) such that{
i(XH)dη = dH − (LRH)η ,

i(XH)η = −H .
(1.3)

The integral curves γ : I ⊂ R→M of XH satisfy equations{
i(γ′)dη = (dH − (LRH)η) ◦ γ ,
i(γ′)η = −H ◦ γ ,

(1.4)

where γ′ : I ⊂ R → TM is the canonical lift of the curve γ to the tangent bundle

TM .

Definition 1.2.2. The vector field XH defined by equations (1.3) is the contact

Hamiltonian vector field associated to the Hamiltonian function H. Equations

(1.3) and (1.4) are the contact Hamiltonian equations for vector fields and in-

tegral curves, respectively.

The triple (M,η,H) is a contact Hamiltonian system.

Proposition 1.2.3. Given a contact Hamiltonian system (M,η,H), the contact

Hamiltonian vector field satisfies

LXHH = −(LRH)H , (1.5)

which expresses the dissipation of the Hamiltonian function.

Proof.

LXHH = −LXH i(XH)η

= −i(XH)LXHη

= −i(XH) (d(i(XH)η + i(XH)dη))

= −i(XH) (−dH + dH − (LRH)η)

= i(XH)((LRH)η)

= −(LRH)H .

The following proposition gives us two equivalent ways of writing equations (1.3):

Proposition 1.2.4. Consider the contact Hamiltonian system (M,η,H) and a vector

field X ∈ X(M). The following are equivalent:

(1) X is the contact Hamiltonian vector field of the contact Hamiltonian system

(M,η,H) (i.e., it satisfies equations (1.3)).
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(2) X satisfies that

[(X) = dH − (LRH +H)η .

(3) X is a solution to the equations{
LXη = −(LRH)η ,

i(X)η = −H .

Taking Darboux coordinates (qi, pi, s) in the contact manifold (M,η), the contact

Hamiltonian vector field has local expression

XH =
∂H

∂pi

∂

∂qi
−
(
∂H

∂qi
+ pi

∂H

∂s

)
∂

∂pi
+

(
pi
∂H

∂pi
−H

)
∂

∂s
.

Let γ(t) = (qi(t), pi(t), s(t)) be an integral curve of XH . Then, it is a solution to

equations (1.4), which in Darboux coordinates read

q̇i =
∂H

∂pi
,

ṗi = −
(
∂H

∂qi
+ pi

∂H

∂s

)
,

ṡ = pi
∂H

∂pi
−H .

(1.6)

Example 1.2.5. Consider the Hamiltonian system (T∗Q×R, η,H) where η = ds−
pidq

i and the Hamiltonian function H is given by

H =
p2

2m
+ V (q) + γs ,

where m represents the mass of a particle and γ is a constant. This Hamiltonian

functions corresponds to a mechanical system with a friction force linear with respect

to the momenta. Writing equations (1.6) we obtain the dynamical equations

q̇i =
pi
m
,

ṗi = −∂V
∂qi
− γpi ,

ṡ =
p2

2m
− V (q)− γs ,

which are the damped Newtonian equations.

Now we are going to see a different way of writing equations (1.3) without using

the Reeb vector field. This might be useful when dealing with systems defined by

singular Lagrangians, because in this case we do not have a uniquely determined

Reeb vector field.
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Proposition 1.2.6. Consider the contact Hamiltonian system (M,η,H) and let U

be the open set defined as U = {p ∈ M |H(p) 6= 0} ⊂ M . Consider the 2-form

Ω ∈ Ω2(U) given by Ω = −Hdη + dH ∧ η. A vector field X ∈ X(U) is the contact

Hamiltonian vector field if, and only if,{
i(X)Ω = 0 ,

i(X)η = −H .
(1.7)

Proof. Let X be a vector field in M satisfying equations (1.7). Then,

0 = i(X)Ω = −Hi(X)dη + (i(X)dH)η +HdH .

Hence,

Hi(X)dη = (i(X)dH)η +HdH . (1.8)

Contracting with the Reeb vector field R,

0 = Hi(R)i(X)dη = (i(X)dH)i(R)η +Hi(R)dH ,

and i(X)dH = −Hi(R)dH. Combining this with equation (1.8), we obtain

Hi(X)dη = H(dH − (i(R)dH)η) = H(dH − (LRH)η) ,

and then i(X)dη = dH − (LRH)η. Conversely, suppose that X satisfies equations

(1.3). Then,

i(X)Ω = i(X)(−Hdη + dH ∧ η)

= −Hi(X)dη + (i(X)dH)η +HdH

= H(LRH)η + (LXH)η

= (HLRH + LXH)η ,

and thus i(X)Ω = 0 bearing in mind the dissipation of the Hamiltonian (1.5).

Consider p ∈ M such that H(p) = 0. The second equation in both (1.3) and

(1.7) implies that Xp ∈ ker ηp. The remaining equation in (1.3) is i(Xp)dpη =

dpH− (LRpH)ηp, while the corresponding one in (1.7) is i(Xp)Ωp = (LXpH)ηp = 0.

It is clear that these equations are not equivalent. However, the first one implies the

second using the dissipation of the Hamiltonian (1.5), but not conversely.

Proposition 1.2.7. Let (M,η,H) be a contact Hamiltonian system and consider

the open subset of M U = {p ∈ M |H(p) 6= 0} ⊂ M . A curve γ : I ⊂ R → M is

an integral curve of the contact Hamiltonian vector field XH if, and only if, it is a

solution to equations {
i(γ′)Ω = 0

i(γ′)η = −H ◦ γ .
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1.3 Contact Lagrangian systems

Lagrangian phase space and geometric structures

Let Q be a manifold with dimension n and coordinates (qi). Consider the product

manifold TQ× R with the canonical projections

s : TQ× R→ R , τ1 : TQ× R→ TQ , τ0 : TQ× R→ Q× R .

Notice that τ1 and τ0 are the projection maps of two different vector bundle struc-

tures. In what follows, we will usually have the second one in mind. In fact, with

this structure, TQ × R is the pull-back of the tangent bundle TQ with respect to

the projection Q × R → Q. We will denote by (qi, vi, s) the natural coordinates in

TQ× R.

We want to develop a contact Lagrangian formalism. First of all, we need to

extend the usual geometric structures of Lagrangian mechanics to the contact La-

grangian phase space TQ×R. We can write T(TQ×R) = (T(TQ)×R)⊕ (TQ×TR)

and hence every operation acting on tangent vectors of TQ can act on tangent vectors

of TQ× R.

For instance, the vertical endomorphism of T(TQ) yields a vertical endomor-

phism

J : T(TQ× R)→ T(TQ× R) .

In a similar way, the Liouville vector field ∆◦ on TQ yields a Liouville vector

field ∆ ∈ X(TQ × R), which coincides with the Liouville vector field of the vector

bundle structure defined by τ0. The local expressions of these objects in Darboux

coordinates are

J =
∂

∂vi
⊗ dqi , ∆ = vi

∂

∂vi
.

Definition 1.3.1. Consider a path γ : I ⊂ R → Q × R, where γ = (γ1, γ0). The

prolongation of γ to TQ× R is the path

γ′ = (γ′1, γ0) : I ⊂ R→ TQ× R ,

where γ′1 is the prolongation of γ1 to TQ. The path γ′ is said to be holonomic.

Definition 1.3.2. A vector field field Γ ∈ X(TQ×R) is said to satisfy the second-

order condition or to be a sode if all its integral curves are holonomic.

The following proposition gives an alternative characterization of sodes using the

canonical structures defined above:

Proposition 1.3.3. A vector field Γ ∈ X(TQ×R) is a sode if and only if J ◦Γ = ∆.

If a path has local expression γ(t) = (γi(t), s(t)), then its prolongation to TQ×R
has local expression

γ′(t) =

(
γi(t),

dγi

dt
(t), s(t)

)
.
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The local expression of a sode is

Γ = vi
∂

∂qi
+ f i

∂

∂vi
+ g

∂

∂s
.

Hence, in coordinates, a sode defines a system of differential equations of the form
d2qi

dt2
= f i(q, q̇, s) ,

ds

dt
= g(q, q̇, s) .

Contact formalism for Lagrangian systems

Definition 1.3.4. Given a Lagrangian function L : TQ × R → R, we define its

associated Lagrangian energy as EL = ∆(L) − L ∈ C∞(TQ × R). The Cartan

forms associated to L are

θL =
tJ ◦ dL ∈ Ω1(TQ× R) , ωL = −dθL ∈ Ω2(TQ× R) .

The contact Lagrangian form is

ηL = ds− θL ∈ Ω1(TQ× R) ,

and satisfies that dηL = ωL. The couple (TQ×R,L) is called a contact Lagrangian

system.

In natural coordinates (qi, pi, s) on TQ× R, the contact Lagrangian form ηL is

ηL = ds− ∂L
∂vi

dqi ,

and hence,

dηL = − ∂2L
∂s∂vi

ds ∧ dqi − ∂2L
∂qj∂vi

dqj ∧ dqi − ∂2L
∂vj∂vi

dvj ∧ dqi .

Definition 1.3.5. Let E,F be two vector bundles over a manifold B. Given a bundle

map f : E → F , the fibre derivative of f is the map

Ff : E → Hom(E,F ) ∼= F ⊗ E∗ ,

obtained by restricting the map f to the fibers fb : Eb → Fb, and computing the usual

derivative:

Ff(eb) = Dfb(eb) .

In particular, when the second vector bundle is trivial of rank 1, that is for

a function f : E → R, then Ff : E → E∗. This fiber derivative also has a fiber



1. Survey on contact mechanics 11

derivative F(Ff) = F2f : E → E∗⊗E∗, which is called the fiber Hessian of f . For

every eb ∈ E, F2f(eb) is a symmetric bilinear form on Eb. It can be checked that

Ff is a local diffeomorphism at a point e ∈ E if, and only if, the Hessian F2f(e) is

non-degenerate (see [83] for details).

Definition 1.3.6. Let L : TQ × R → R be a Lagrangian function. The Legendre

map of L is the fiber derivative of L, considered as a function on the vector bundle

τ0 : TQ× R→ Q× R.

The Legendre map of a Lagrangian function L : TQ×R→ R is the map FL : TQ×
R→ T∗Q× R given by

FL(v, s) = (FL(·, s)(v), s) ,

where L(·, s) is the Lagrangian function with s freezed.

Notice that taking into account the Legendre map of L, we can alternatively

define the Cartan forms as

θL = FL∗(π∗1θ) , ωL = FL∗(π∗1ω) .

Proposition 1.3.7. Let L be a Lagrangian function on TQ×R. Then, the following

are equivalent:

(1) The Legendre map FL is a local diffeomorphism.

(2) The fiber Hessian F2L : TQ×R→ (T∗Q×R)⊗Q×R (T∗Q×R) of L is everywhere

non-degenerate.

(3) The couple (TQ× R, ηL) is a contact manifold.

The previous proposition can be easily proved using natural coordinates (qi, vi, s)

in TQ× R and taking into account that

FL(qi, vi, s) =

(
qi,

∂L
∂vi

, s

)
,

and hence,

F2L(qi, vi, s) = (qi,Wij , s) ,

where Wij =
∂2L
∂vi∂vj

.

Definition 1.3.8. A Lagrangian function is regular if the equivalent statements in

Proposition 1.3.7 hold. Otherwise, the Lagrangian L is singular. In particular a

regular Lagrangian is hyperregular if its Legendre map FL is a global diffeomor-

phism.

From the previous definitions and results, we get that every regular contact La-

grangian system (TQ × R,L) has associated a contact Hamiltonian system (TQ ×
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R, ηL, EL). From (1.1), we have that the Reeb vector field RL ∈ X(TQ×R) for this

contact Hamiltonian system is given by the conditions{
i(RL)dηL = 0 ,

i(RL)ηL = 1 .

Its local expression in natural coordinates (qi, vi, s) is

RL =
∂

∂s
−W ji ∂

2L
∂s∂vj

∂

∂vi
,

where W ij is the inverse of the matrix of fiber Hessian of the Lagrangian Wij , that

is, W ijWjk = δik.

Notice that the Reeb vector field is not as simple as in the Hamiltonian case (1.2).

This is because the natural coordinates in TQ × R are not adapted coordinates for

the contact Lagrangian form ηL.

Remark 1.3.9. The Lagrangian energy satisfies the relation

LRLEL = −∂L
∂s

.

The contact Euler–Lagrange equations

Definition 1.3.10. Consider a regular contact Lagrangian system (TQ×R,L). The

contact Euler–Lagrange equations for a holonomic curve γ̃ : I ⊂ R → TQ × R
are {

i(γ̃′)dηL = (dEL − (LRLEL)ηL) ◦ γ̃ ,
i(γ̃′)ηL = −EL ◦ γ̃ ,

(1.9)

where γ̃′ : I ⊂ R→ T(TQ× R) is the canonical lift of γ̃ to T(TQ× R).

The contact Lagrangian equations for a vector field X ∈ X(TQ× R) are{
i(X)dηL = dEL − (LRLEL)ηL ,

i(X)ηL = −EL .
(1.10)

A vector field XL ∈ X(TQ×R) solution to these equations is a contact Lagrangian

vector field (it is a contact Hamiltonian vector field for the function EL).

Taking into account Propositions 1.2.6 and 1.2.7, in the open subset U = {p ∈
M |EL(p) 6= 0} ⊂M , the above equations are equivalent to{

i(γ̃′)ΩL = 0 ,

i(γ̃′)ηL = −EL ◦ γ̃ ,
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and {
i(X)ΩL = 0 ,

i(X)ηL = −EL ,
(1.11)

where ΩL = −ELdηL + dEL ∧ ηL.

Let γ̃(t) = (qi(t), q̇i(t), s(t)) be a holonomic curve on TQ × R in natural coordi-

nates. Then, equation (1.9) reads

∂2L
∂vj∂vi

q̈j +
∂2L
∂qj∂vi

q̇j +
∂2L
∂s∂vi

ṡ− ∂L
∂qi

=
d

dt

(
∂L
∂vi

)
− ∂L
∂qi

=
∂L
∂s

∂L
∂vi

, (1.12)

ṡ = L , (1.13)

which coincide with the generalized Euler–Lagrange equations stated in [99].

Consider a vector field X ∈ X(TQ× R) with local expression

X = f i
∂

∂qi
+ F i

∂

∂vi
+ g

∂

∂s
.

Then, equations (1.10) for the vector field X read

(f j − vj) ∂2L
∂vj∂s

= 0 , (1.14)

(f j − vj) ∂2L
∂vi∂vj

= 0 , (1.15)

(f j − vj) ∂2L
∂qi∂vj

+
∂L
∂qi
− ∂2L
∂s∂vi

g − ∂2L
∂qj∂vi

f j − ∂2L
∂vj∂vi

F j +
∂L
∂s

∂L
∂vi

= 0 , (1.16)

L+
∂L
∂vi

(f i − vi)− g = 0 , (1.17)

where we have used the relation

LRLEL = −∂L
∂s

. (1.18)

Proposition 1.3.11. Consider a regular Lagrangian function L and let X be its

contact Lagrangian vector field. Then X is a sode and equations (1.16) and (1.17)

become

∂2L
∂vj∂vi

F j +
∂2L
∂qj∂vi

vj +
∂2L
∂s∂vi

L − ∂L
∂qi

=
∂L
∂s

∂L
∂vi

, (1.19)

g = L , (1.20)

which, for the integral curves of X, are the Euler–Lagrange equations (1.12) and

(1.13). This sode ΓL ≡ X is called the Euler–Lagrange vector field associated

to the Lagrangian function L.

Proof. It follows from the coordinate expressions. If L is a regular Lagrangian,
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equations (1.15) lead to vi = f i, which are the sode conditions for the vector field

X. Then, (1.14) holds identically and (1.16) and (1.17) give equations (1.19) and

(1.20) or, equivalently, for the integral curves of X, the Euler–Lagrange equations

(1.12) and (1.13).

In this way, the local expression of the Euler–Lagrange vector field X for a regular

Lagrangian L is

X = L ∂
∂s

+ vi
∂

∂qi
+W ik

(
∂L
∂qk
− ∂2L
∂qj∂vk

vj − L ∂2L
∂s∂vk

+
∂L
∂s

∂L
∂vk

)
∂

∂vi
.

Remark 1.3.12. It is interesting to point out how, in the Lagrangian formalism of

dissipative systems, the expression in coordinates (1.13) relates the variation of the

“dissipative coordinate” s to the Lagrangian function and, from here, we can identify

this coordinate with the Lagrangian action, s =
∫
Ldt.

Remark 1.3.13. If the Lagrangian function L is singular (TQ × R, ηL) is not a

contact manifold, but a precontact one. Hence, the Reeb vector field is not uniquely

defined. It can be proved that the contact Lagrangian equations (1.10) are indepen-

dent on the Reeb vector field chosen [40]. Alternatively, Proposition 1.2.6 holds also

in this case and hence, the Reeb-independent equations (1.11) can be used instead.

In any case, solutions to the contact Lagrangian equations are not necessarily sode

and, in order to obtain the Euler–Lagrange equations (1.19) (or (1.12)), the condition

J (X) = ∆ must be added to the above contact Lagrangian equations. Furthermore,

these equations are not necessarily consistent everywhere on TQ× R and a suitable

constraint algorithm must be implemented in order to find a final constraint submani-

fold Sf ↪→ TQ× R (if it exists) where there are sode vector fields X ∈ X(TQ× R),

tangent to Sf , which are (not necessarily unique) solutions to the above equations

on Sf . All these problems are studied in detail in [40].

The canonical Hamiltonian formalism for contact Lagrangian

systems

In the (hyper)regular case, we have a diffeomorphism between (TQ × R, ηL) and

(T∗Q × R, η) such that FL∗η = ηL. Furthermore, there exists (at least locally)

a function H ∈ C∞(T∗Q × R) such that FL∗H = EL. Then, we have the contact

Hamiltonian system (T∗Q×R, η,H), for which FL∗RL = R. Then, ifXH ∈ X(T∗Q×
R) is the contact Hamiltonian vector field associated to H, we have that FL∗ΓL =

XH , where ΓL is the Euler–Lagrange vector field defined in Proposition 1.3.11.

For singular Lagrangians, following [79] we define

Definition 1.3.14. A singular Lagrangian L is almost-regular if P := Im(FL) =

FL(TQ × R) is a closed submanifold of T∗Q × R, the Legendre map FL is a sub-

mersion onto its image, and the fibers FL−1(FL(vq, s)) ⊂ TQ × R are connected

submanifolds for every (vq, s) ∈ TQ× R.
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In the almost-regular case, we have (P, ηP), where ηP = j∗Pη ∈ Ω1(P) and

jP : P ↪→ T∗Q × R is the natural embedding. Furthermore, the Lagrangian energy

EL is FL-projectable; i.e. there is a unique HP ∈ C∞(P) such that EL = FL∗◦HP ,

where FL◦ : TQ × R → P is the restriction of FL to the closed submanifold P,

defined by FL = jP ◦ FL◦. Then, there exists a Hamiltonian formalism associated

to the original Lagrangian system, which is developed on the submanifold P, and the

contact Hamiltonian equations for XP ∈ X(P) are (1.3) adapted to this situation or,

equivalently, {
i(XP)ΩP = 0 ,

i(XP)ηP = −HP ,
(1.21)

where ΩP = −HPdηP + dHP ∧ ηP . As in the Lagrangian formalism, these equations

are not necessarily consistent everywhere on P and we must implement a suitable

constraint algorithm in order to find a final constraint submanifold Pf ↪→ P (if it

exists) where there exist vector fields X ∈ X(P), tangent to Pf , which are (not

necessarily unique) solutions to (1.21) on Pf . See [40] for a deeper analysis.

Lagrangians with holonomic dissipation term

In a recent paper [31] by Ciaglia et al. a Lagrangian description for some systems

with dissipation was given using a modification of the Lagrangian formalism inspired

by the contact Hamiltonian formalism. In this section we are going to prove that

this description coincides with the general formalism developed in section 1.3 when

applied to a particular class of contact Lagrangians.

Definition 1.3.15. A Lagrangian with holonomic dissipation term in TQ×R
is a function L = L+φ ∈ C∞(TQ×R), where L = τ∗1L◦, for a Lagrangian function

L◦ ∈ C∞(TQ) and φ = τ∗0φ◦, for φ◦ ∈ C∞(Q× R).

Taking natural coordinates (qi, vi, s), a Lagrangian with holonomic dissipation

term has the form

L(qi, vi, s) = L(qi, vi) + φ(qi, s) .

Notice that this implies that the momenta defined by the Legendre map are indepen-

dent of the coordinate s. In addition, for these Lagrangians the conditions ∂2L
∂vi∂s = 0

hold. This motivates the name given in the definition.

Remark 1.3.16. The Lagrangian formalism developed in [31] is a little less general

than the one treated here. In [31] only the case φ = φ(s) is taken into consideration.

Proposition 1.3.17. Consider the Lagrangian with holonomic disspation term L =

L + φ. Then, its Cartan 1-form, contact form, Lagrangian energy and Reeb vector

field as a contact Lagrangian are

θL = θL , ηL = ds− θL , EL = EL − φ , RL =
∂

∂s
,



16 Xavier Rivas — Geometrical aspects of contact systems and field theories

where θL is the Cartan 1-form of L considered (via pull-back) as a 1-form on TQ×R,

and EL is the energy of L as a function on TQ× R.

The Legendre map of L, FL : TQ×R→ T∗Q×R, can be expressed as FL = FL×
IdR, where FL is the Legendre map of L. The Hessians are related by F2L(vq, s) =

F2L(vq). Moreover, L is regular if, and only if, L is regular.

Proof. The proof of this proposition is immediate taking coordinates. In particular,

the assertion about the Legendre map is a direct consequence of the fact that

∂L
∂vi

=
∂L

∂vi
.

In a similar way, the relation between the Hessians is expressed in coordinates as

∂2L
∂vi∂vj

=
∂2L

∂vi∂vj
.

This shows that the Lagrangian L is regular if, and only if, L is regular.

It is also clear that L is hyperregular if, and only if, L is also hyperregular. This

means that the Legendre map FL is a diffeomorphism, and the canonical Hamiltonian

formalism for the Lagrangian with holonomic dissipation term can be formulated as

stated above.

Consider the contact Lagrangian system (TQ× R, ηL, EL) where L = L+ φ is a

Lagrangian function with holonomic dissipation term. The dynamical equations for

vector fields of this system are{
i(X)dηL = dEL − (LRLEL)ηL ,

i(X)ηL = −EL .

Taking coordinates (qi, vi, s) in TQ × R, if X = f i ∂
∂qi + F i ∂

∂vi + g ∂∂s , the second

contact Lagrangian equation for X reads

L+
∂L

∂vi
(f i − vi)− g = 0 ,

and this is equation (1.17) for the Lagrangian L = L+φ. The first contact Lagrangian

equation is

(f i − vi) ∂2L

∂vj∂vi
= 0 , (1.22)

and (
∂2L

∂qi∂vj
− ∂2L

∂qj∂vi

)
f j +

∂2L

∂qi∂vj
vj − ∂2L

∂vj∂vi
F j = − ∂L

∂qi
− ∂φ

∂qi
− ∂φ

∂s

∂L

∂vi
,

which corresponds to equation (1.16) for the Lagrangian L. Notice that equations
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(1.14) are identities as
∂2L
∂vj∂s

= 0 .

Finally, as in Proposition 1.3.11, if the Lagrangian L is regular (i.e., if L is regular),

equation (1.22) implies that f i = vi, that is, the vector field X is a sode and the

equations of motion become

ṡ = L ,
∂2L

∂vj∂vi
q̈j +

∂2L

∂qj∂vi
q̇j − ∂L

∂qi
=

d

dt

(
∂L

∂vi

)
− ∂L

∂qi
=
∂φ

∂qi
+
∂φ

∂s

∂L

∂vi
.

These are the expression in coordinates of the contact Euler–Lagrange equations

(1.12) and (1.13) for the Lagrangian L = L+ φ.
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Chapter 2

Symmetries, conserved and

dissipated quantities in contact

systems

In this chapter we will introduce the notions of symmetry, conserved and dissipated

quantity for both Hamiltonian and Lagrangian contact systems. We will see that

these concepts are closely related. In Section 2.1 we define two different types of

symmetries: dynamical symmetries and contact symmetries and we prove that every

contact symmetry is also a dynamical symmetry. In Section 2.2 we introduce the con-

cepts of conserved and dissipated quantity. Then, we prove that every infinitesimal

dynamical symmetry gives rise to a dissipated quantity. In particular, we see that the

Hamiltonian function of a contact Hamiltonian system is a dissipated quantity and

that the quotient of two dissipated quantities is a conserved quantity. Section 2.3 we

deal with the symmetries of canonical contact Hamiltonian systems. In particular,

we prove the momentum dissipation theorem. In Section 2.4 we study the symme-

tries of contact Lagrangian systems. Finally, in Section 2.5 we analyze the relations

between the symmetries and the conserved and dissipated quantities of a symplectic

Hamiltonian system and its corresponding contactified system. This chapter is based

in [68]. See [41] for another approach to these topics.

2.1 Symmetries of contact Hamiltonian systems

Given a dynamical system, there are many different concepts of symmetry depending

on the underlying structure they preserve. Thus, one can consider the transforma-

tions that preserve the geometric structure of the dynamical system, or those pre-

serving its solutions [89, 136]. In this chapter, we discuss these subjects for contact

systems. See also [41] for a complementary approach on these topics.

Definition 2.1.1. Consider a contact Hamiltonian system (M,η,H) and let XH be

its contact Hamiltonian vector field. A dynamical symmetry of this system is a

19
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diffeomorphism Φ: M →M such that

Φ∗XH = XH .

According to the definition above, a dynamical symmetry maps solutions into

solutions.

Definition 2.1.2. An infinitesimal dynamical symmetry of a contact Hamil-

tonian system (M,η,H) is a vector field Y ∈ X(M) whose local flow is a dynamical

symmetry; that is, LYXH = [Y,XH ] = 0.

There are other kinds of symmetries that leave the geometric structures invariant.

They are the following:

Definition 2.1.3. A contact symmetry of a contact Hamiltonian system (M,η,H)

is a diffeomorphism Φ: M →M satisfying

Φ∗η = η , Φ∗H = H .

An infinitesimal contact symmetry is a vector field Y ∈ X(M) whose local flow

is a contact symmetry; i.e.,

LY η = 0 , LYH = 0 .

Furthermore, we have:

Proposition 2.1.4. Every (infinitesimal) contact symmetry preserves the Reeb vec-

tor field; that is, Φ∗R = R (or [Y,R] = 0).

Proof. We have that

i(Φ−1
∗ )(Φ∗dη) = Φ∗(i(R)dη) = 0 ,

i(Φ−1
∗ )(Φ∗η) = Φ∗(i(R)η) = 1 ,

and, as Φ∗η = η and the Reeb vector field is unique, from these equalities we get that

Φ−1
∗ R = R. The proof for the infinitesimal case is immediate from the definition.

Now, taking into account everything stated above, we can see the relation between

contact symmetries and dynamical symmetries:

Proposition 2.1.5. (Infinitesimal) contact symmetries are (infinitesimal) dynamical

symmetries.

Proof. If XH is the contact Lagrangian vector field,

i(Φ∗XH)dη = i(Φ∗XH)(Φ∗dη) = Φ∗(i(XH)dη)

= Φ(dH − (LRH)η) = dH − (LRH)η ,

i(Φ∗XH)η = i(Φ∗XH)(Φ∗η) = Φ∗(i(XH)η) = Φ∗(−H) = −H .
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The proof for the infinitesimal case is straightforward from the definition.

2.2 Dissipated and conserved quantities of contact

Hamiltonian systems

Associated to symmetries of contact Hamiltonian systems are the concepts of dissi-

pated and conserved quantities.

Definition 2.2.1. A dissipated quantity of a contact Hamiltonian system (M,η,H)

with contact Hamiltonian vector field XH is a function F ∈ C∞(M) such that

LXHF = −(LRH)F . (2.1)

In a contact Hamiltonian system, symmetries and dissipated quantities are related

as follows.

Theorem 2.2.2 (Dissipation theorem for contact Hamiltonian systems). Let Y ∈
X(M) be a vector field. If Y is an infinitesimal dynamical symmetry, [Y,XH ] = 0,

then the function F = −i(Y )η is a dissipated quantity.

Proof. This is a consequence of

LXHF = −LXH i(Y )η

= −i(Y )LXHη − i(LXHY )η

= (LRH)i(Y )η + i([Y,XH ])η

= −(LRH)F + i([Y,XH ])η

= −(LRH)F ,

where we have used the third statement in Proposition 1.2.4.

Remark 2.2.3. The last equality reveals that [Y,XH ] ∈ ker η is a necessary and

sufficient condition for F to be a dissipated quantity. This fact has been noted in

[41]. Nevertheless, it is important to point out that such transformations are not

dynamical symmetries in the sense of Definition 2.1.1, since in general they do not

map solutions into solutions.

In particular, as we pointed out in Proposition 1.2.3, the contact Hamiltonian

vector field XH is trivially an infinitesimal dynamical symmetry and its associated

dissipated quantity is the energy, F = −i(XH)η = H:

Theorem 2.2.4 (Energy dissipation theorem for contact Hamiltonian systems).

LXHH = −(LRH)H .
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Notice that these are non-conservation theorems. We are dealing with dissipative

systems and hence, dynamical symmetries are not associated to conserved quantities

but to dissipated quantities. In particular, as stated in the theorem above, the energy

is not a conserved quantity.

Definition 2.2.5. A conserved quantity of a contact Hamiltonian system (M,η,H)

is a function G ∈ C∞(M) such that

LXHG = 0 .

Notice that every dissipated quantity changes with the same rate −LRH. Hence,

we have the following:

Proposition 2.2.6. (1) If F1 and F2 are two dissipated quantities and F2 6= 0,

F1/F2 is a conserved quantity.

(2) If F is a dissipated quantity and G is a conserved quantity, FG is a dissipated

quantity.

Proof. (1)

LXH

(
F1

F2

)
=
F2LXHF1 − F1LXHF2

F 2
2

= −F1LRH

F2
+
F1F2LRH

F 2
2

= 0 ,

(2)

LXH (FG) = GLXHF + FLXHG = −(LRH)FG .

Remark 2.2.7. Taking into account the previous theorem, if H 6= 0, it is possible

to assign a conserved quantity to an infinitesimal dynamical symmetry Y . Indeed,

using Theorem 2.2.4 and Proposition 2.2.6, it is clear that

G = − 1

H
i(Y )η

is a conserved quantity.

Finally, contact symmetries can be used to generate new dissipated quantities

from a given dissipated quantity. The following result is a direct consequence of

Definitions 2.1.1 and 2.2.1.

Proposition 2.2.8. If Φ: M → M is a contact symmetry and F ∈ C∞(M) is a

dissipated quantity, then so is Φ∗F .

Proof. We have

LXH (Φ∗F ) = Φ∗LΦ∗XHF = Φ∗LXHF = Φ∗(−LRH)F = −(LRH)(Φ∗F ) .
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The proof for the infinitesimal case is straightforward from the definition.

2.3 Symmetries of canonical contact Hamiltonian

systems

Consider the canonical contact manifold (T∗Q× R, η) with contact form

η = ds− pidqi ,

as in Example 1.1.7. If ϕ : Q → Q is a diffeomorphism, we can construct the diffeo-

morphism

Φ = (T∗ϕ, IdR) : T∗Q× R→ T∗Q× R ,

where T∗ϕ : T∗Q → T∗Q is the canonical lift of ϕ to T∗Q. Then Φ is said to be

the canonical lift of ϕ to T∗Q × R. Any transformation Φ of this kind is called a

natural transformation of T∗Q× R.

In the same way, consider a vector field Z ∈ X(Q). Its complete lift to T∗Q×R
is the vector field Y ∈ X(T∗Q× R) whose local flow is the canonical lift of the local

flow of Z to T∗Q × R; that is, the vector field Y = ZC∗ where ZC∗ denotes the

complete lift of Z to T∗Q, identified in a natural way as a vector field in T∗Q × R.

Any infinitesimal transformation Y of this kind is called a natural infinitesimal

transformation of T∗Q× R.

It is well known that the canonical forms θ◦ ∈ Ω1(T∗Q) and ω◦ = −dθ◦ ∈
Ω2(T∗Q) are invariant under the action of canical lifts of diffeomorphisms and vector

fields from Q to T∗Q. Now, taking into consideration the definition of the contact

form η ∈ Ω1(T∗Q× R), we have the following results.

Proposition 2.3.1. If Φ ∈ Diff(T∗Q × R) (resp. Y ∈ X(T∗Q × R)) is a canonical

lift to T∗Q× R of a diffeomorphism ϕ ∈ Diff(Q) (resp. of Z ∈ X(Q)), then

(1) Φ∗η = η (resp. LY η = 0).

(2) If, in addition, Φ∗H = H (resp. LYH = 0), then it is a (infinitesimal) contact

symmetry.

In particular, we have

Theorem 2.3.2 (Momentum dissipation theorem). If ∂H/∂qi = 0, then ∂
∂qi is an

infinitesimal contact symmetry, and its associated dissipated quantity is the corre-

sponding momentum pi; that is,

LXHpi = −(LRH)pi .

Proof. A simple computation in coordinates shows that L
(
∂/∂qi

)
η = 0 and that

L
(
∂/∂qi

)
H = 0. Therefore, it is a contact symmetry and, in particular, a dynamical

symmetry. The other results are a consequence of the dissipation theorem.
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2.4 Symmetries of contact Lagrangian systems

Let (TQ × R,L) be a regular contact Lagrangian system with Reeb vector RL and

contact Euler–Lagrange vector field XL (i.e. solution to equations (1.10)).

Everything said above about symmetries and dissipated quantities for contact

Hamiltonian systems holds when it is applied to the contact system (TQ×R, ηL, EL).

Thus, we have the same definitions for dynamical and contact symmetries and the

dissipation theorem states that −i(Y )ηL is a dissipated quantity for every infinites-

imal dynamical symmetry Y . In particular, the energy dissipation theorem 2.2.4

applied to the contact system (TQ× R, ηL, EL) states that

LXLEL = −(LRLEL)EL .

If ϕ ∈ Diff(Q) is a diffeomorphism, we can construct the diffeomorphism

Φ = (Tϕ, IdR) : TQ× R→ TQ× R ,

where Tϕ is the canonical lift of ϕ to TQ. Under these hypotheses, the map Φ is

said to be a natural transformation of TQ× R.

On the other hand, given a vector field Z ∈ X(Q), we can define its complete

lift to TQ× R as the vector field Y ∈ X(TQ× R) whose local flow is the canonical

lift of the local flow of Z to TQ × R; that is, the vector field Y = ZC, where

ZC denotes the complete lift of Z to TQ, identified in the natural way as a vector

field in TQ × R. An infinitesimal transformation of this type is called a natural

infinitesimal transformation of TQ× R.

It is well known that the vertical endomorphism J and the Liouville vector field ∆◦
in TQ are invariant under the action of canonical lifts of diffeomorphisms ϕ ∈ Diff(Q)

and vector fields Z ∈ X(Q). Taking into account the definitions of the canonical

endomorphism J and the Liouville vector field ∆ in TQ × R, it can be seen that

canonical lifts of diffeomorphisms and vector fields from Q to TQ×R preserve these

canonical structures. They also preserve the Reeb vector field RL.

As an immediate consequence, we get a relation between Lagrangian-preserving

natural transformations and contact symmetries:

Proposition 2.4.1. If Φ: Diff(TQ×R) (resp. Y ∈ X(TQ×R)) is the canonical lift

of ϕ ∈ Diff(Q) to TQ×R (resp. of Z ∈ X(Q)) that leaves the Lagrangian invariant,

then it is a (infinitesimal) contact symmetry, that is,

Φ∗ηL = ηL , Φ∗EL = EL (resp. LY ηL = 0 , LY EL = 0).

As a consequence, it is also a (infinitesimal) dynamical symmetry.

As a corollary of the previous result, we have a similar result to the momentum

dissipation Theorem 2.3.2:
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Theorem 2.4.2. If ∂L/∂qi = 0, then ∂
∂qi is an infinitesimal contact symmetry and

its associated dissipated quantity is the momentum ∂L/∂vi:

LXL

(
∂L
∂vi

)
= −(LRLEL)

∂L
∂vi

=
∂L
∂s

∂L
∂vi

.

In [73], a similar problem is considered where the dissipation factor used is ∂L
∂s

which, as we have seen in (1.18), is the same that we have obtained.

2.5 Symmetries of a contactified system

The dissipation theorem 2.2.2 provides a dissipated quantity from an infinitesimal

dynamical symmetry Y with no additional hypotheses, in contrast to Noether sym-

metries, where the generator of the symmetry is required to fulfill some additional

conditions in order to yield a conserved quantity. Our will is to understand this

different behaviour.

Consider a Hamiltonian system (P, ω,H◦) on an exact symplectic manifold P ,

with symplectic form ω = −dθ ∈ Ω2(P ) and Hamiltonian function H◦ ∈ C∞(P ). Its

associated Hamiltonian vector field X◦ is defined by

i(X◦)ω = dH◦ .

The contactified of (P, ω) is the contact manifold (M,η), whereM = P×R is endowed

with the contact form η = ds− θ; here s is the canonical coordinate of R and we use

θ for the pull-back of the 1-form θ ∈ Ω1(P ) to the manifold M (see Example 1.1.8).

The pull-back of the Hamiltonian function H◦ to M defines a contact Hamiltonian

function H = H◦ on M . The corresponding contact Hamiltonian vector field can be

written as

XH = X◦ + `
∂

∂s
,

where X◦ is the Hamiltonian vector field of H◦ as a vector field on the product

manifold M , and ` = 〈θ,X◦〉 −H◦.
Consider now a vector field Y◦ ∈ X(P ) and build the vector field Y = Y◦ + b ∂∂s

with b ∈ C∞(P ).

Lemma 2.5.1. The vector field Y is a dynamical symmetry of the contact Hamilto-

nian system (M,η,H) (LYXH = 0) if, and only if, the vector field Y◦ is a dynam-

ical symmetry of the symplectic Hamiltonian system (P, ω,H◦) (LY◦X◦ = 0) and

LY ` = LXH b.

Proof. The proof of this lemma is a simple computation:

[Y,XH ] = [Y◦, X◦] + (LY `−LXH b)
∂

∂s
.
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Now let us consider the quantity

G = −i(Y )η = −i(Y◦)η − b .

Computing,

LXHG = −i(Y )LXHη − i([XH , Y ])η

= (LRH)i(Y )η − i(Y )(LXHη + (LRH)η) + i([Y,XH ])η

= (LRH)i(Y )η − i(Y )(LXHη + (LRH)η) + i([Y◦, X◦])η + (LY `−LXH b) .

Let us analyze the vanishing of these summands: the first one is zero because H = H◦
does not depend on s, the second one also is because XH is the contact Hamiltonian

vector field (see Theorem 1.2.4), and, according to the previous lemma, the third and

fourth ones vanish if LYXH = 0. Hence, we can conclude that if Y is a dynamical

symmetry, G is a conserved quantity of the contact Hamiltonian system (M,η,H).

It is conserved instead of dissipated because the Hamiltonian H does not depend on

the variable s. Now,

LXHG = LX◦i(Y◦)θ −LXH b .

We obtain the following: when Y◦ is a dynamical symmetry of the symplectic Hamil-

tonian system, the function G◦ = i(Y )θ is not necessarily a conserved quantity be-

cause the hypotheses of Noether’s theorem are not necessarily fulfilled. However, in

the contactified Hamiltonian system (M,η,H) with Y a dynamical symmetry under

the conditions of the previous lemma, we have

LXHG◦ = LXH (G+ b) = LXH b = LY ` ,

and the time-derivative of G◦ is compensated with the time-derivative of b.

Now the question is when is G◦ conserved under the action of X◦? The answer is

when LY◦` = 0. This happens, for example, when Y◦ is an exact Noether symmetry,

i.e. when LY◦θ = 0 and LY◦H◦ = 0, since

LY◦` = LY◦(i(X◦)θ −H◦) = 0 .



Chapter 3

Skinner–Rusk formalism for

contact systems

This chapter is devoted to generalize the formalism first introduced in local coordi-

nates in [105] and later developed by R. Skinner and R. Rusk in [143] to the case of

contact mechanical systems. The Skinner–Rusk formalism was developed in order to

find an alternative way to deal with both regular and singular Lagrangians. This can

be achieved by mixing in one unified formalism both Lagrangian and Hamiltonian

formalisms.

In Section 3.1 we define the extended Pontryagin bundle W and describe its

canonical precontact structure, introducing its canonical contact 1-form, the cou-

pling function and the canonical 1- and 2-forms. This will allow us to introduce in

Section 3.2 the contact dynamical equations for the precontact Hamiltonian system

(W, η,H). Then, as the system is singular, we need to apply the constraint algo-

rithm described in [40]. We study the constraints that arise and, in particular, we

recover the holonomy condition and the Legendre map. Finally, in Section 3.3 we

show that both the Lagrangian and Hamiltonian formalisms can be recovered from

the Skinner–Rusk formalism. See [36].

3.1 The extended Pontryagin bundle: precontact

canonical structure

For a contact dynamical system, the configuration space is Q × R, where Q is an

n-dimensional manifold, with coordinates (qi, s). Consider now the bundles TQ×R
and T∗Q × R endowed with natural coordinates (qi, vi, s) and (qi, pi, s) adapted to

the bundle structures. Consider also the canonical projections

τ1 : TQ× R→ TQ , τ0 : TQ× R→ Q× R ,
π1 : T∗Q× R→ T∗Q , π0 : T∗Q× R→ Q× R .

27
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We denote by ds the volume form in R, and its pull-backs to all the product manifolds.

Let θ◦ ∈ Ω1(T∗Q) and ω◦ = −dθ◦ ∈ Ω2(T∗Q) be the canonical forms of the cotangent

bundle T∗Q, whose expressions in coordinates are θ◦ = pidq
i and ω◦ = dqi ∧ dpi.

Denote θ = π∗1θ◦ ∈ Ω1(T∗Q × R) and ω = π∗1ω◦ ∈ Ω2(T∗Q × R). Notice that

ω = −dθ.

Definition 3.1.1. We define the extended Pontryagin bundle

W = TQ×Q T∗Q× R ,

endowed with the natural submersions

ρ1 : W → TQ× R ,
ρ2 : W → T∗Q× R ,
ρ0 : W → Q× R ,
s : W → R .

The extended Pontryagin bundle has natural coordinates (qi, vi, pi, s).

Definition 3.1.2. Consider a path γ : R→W. The path γ is said to be holonomic

in W if the path ρ1 ◦ γ : R→ TQ× R is holonomic.

A vector field X ∈ X(W) is said to satisfy the second-order condition or to be

a sode in W if its integral curves are holonomic in W.

A holonomic path in W has local expression

γ =
(
qi(t), q̇i(t), pi(t), s(t)

)
.

A sode in W reads as

X = vi
∂

∂qi
+ F i

∂

∂vi
+Gi

∂

∂pi
+ f

∂

∂s
.

The extended Pontryagin bundle W defined in 3.1.1 has the following natural struc-

tures:

Definition 3.1.3. (1) The coupling function in W is the map C : W → R defined

as

C(w) = 〈pq, vq〉 ,

where w = (vq,pq, s) ∈ W, q ∈ Q, pq ∈ T∗Q, and vq ∈ TQ.

(2) The canonical 1-form is the ρ0-semibasic form Θ = ρ∗2θ ∈ Ω1(W). The

canonical 2-form is Ω = −dΘ = ρ∗2ω ∈ Ω2(W).

(3) The canonical contact 1-form is the ρ1-semibasic form η = ds−Θ ∈ Ω1(W).
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Taking natural coordinates,

Θ = pidq
i , η = ds− pidqi , dη = dqi ∧ dpi = Ω .

Definition 3.1.4. Let L ∈ C∞(TQ×R) be a Lagrangian function and consider the

Lagrangian L = ρ∗1L ∈ C∞(W). The Hamiltonian function associated to L is

the function

H = C − L = piv
i − L(qj , vj , s) ∈ C∞(W) .

Remark 3.1.5. Notice that the canonical contact 1-form η is a precontact form in

W. Thus, (W, η) is a precontact manifold and (W, η,H) is a precontact Hamiltonian

system. These concepts where introduced in [40]. Then, equations (1.1) do not have

a unique solution and the Reeb vector field is not uniquely defined. Actually, in

natural coordinates, the general solution to equations (1.1) is

R =
∂

∂s
+ F i

∂

∂vi
,

for arbitrary coefficients F i. Nevertheless, the formalism is independent on the choice

of the Reeb vector field. In this particular case, as W is a trivial bundle over R, the

canonical vector field ∂/∂s ∈ X(R) can be canonically lifted to W and used as Reeb

vector field.

3.2 Contact dynamical equations

Definition 3.2.1. The Lagrangian–Hamiltonian problem associated to the pre-

contact system (W, η,H) consists in finding the integral curves of a vector field

XH ∈ X(W) such that

[(XH) = dH− (LRH+H)η ,

that is, which is a solution of the contact Hamiltonian equations (1.3):{
i(XH)dη = dH− (LRH)η ,

i(XH)η = −H ,
(3.1)

or, what is equivalent, {
LXHη = −(LRH)η ,

i(XH)η = −H .

Then, the integral curves γ : I ⊂ R→W of XH are the solutions to the equations{
i(γ′)dη = (dH− (LRH)η) ◦ γ ,
i(γ′)η = −H ◦ γ ,

(3.2)

As (W, η,H) is a precontact Hamiltonian system, equations (3.1) are not neces-
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sarily consistent everywhere in W. Hence, we need to implement the standard con-

straint algorithm in order to find the final constraint submanifold (if it exists) in

which there exist consitent solutions to equations (3.1). In what follows, we will

detail this procedure.

Take a natural chart (qi, vi, pi, s) in W. The vector field XH ∈ X(W) has local

expression

XH = f i
∂

∂qi
+ F i

∂

∂vi
+Gi

∂

∂pi
+ f

∂

∂s
.

Therefore we have

i(XH)η = f − f ipi ,
i(XH)dη = f idpi −Gidqi ,

and

dH = vidpi +

(
pi −

∂L
∂vi

)
dvi − ∂L

∂qi
dqi − ∂L

∂s
ds ,

(LRH)η = −∂L
∂s

(ds− pidqi) .

Then, the second equation in (3.1) gives

f = (f i − vi)pi + L , (3.3)

while the first equation in (3.1) leads to

f i = vi (coefficients in dpi) , (3.4)

pi =
∂L
∂vi

(coefficients in dvi) , (3.5)

Gi =
∂L
∂qi

+ pi
∂L
∂s

(coefficients in dqi) , (3.6)

and the conditions from the coefficients in ds hold identically. From these conditions,

we have:

• Equations (3.4) are the holonomy conditions. This implies that XH is a sode.

As usual, the sode condition arises straightforwardly from the Skinner–Rusk

formalism. This reflects the fact that this geometric condition in the Skinner–

Rusk formalism is stronger than in the standard Lagrangian formalism.

• Conditions (3.5) are algebraic equations defining a submanifold W1 ↪→ W,

the first constraint submanifold of the Hamiltonian precontact system

(W, η,H). W1 is the graph of the Legendre map FL introduced in Defini-

tion 1.3.6:

W1 = {(vq,FL(vq, s)) ∈ W | (vq, s) ∈ TQ× R} .
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Notice that this implies that the Skinner–Rusk formalism includes the definition

of the Legendre map as a consequence of the constraint algorithm.

Hence, the vector fields solution to equations (3.1) have the form

XH = vi
∂

∂qi
+ F i

∂

∂vi
+

(
∂L
∂qi

+ pi
∂L
∂s

)
∂

∂pi
+ L ∂

∂s
(on W1),

where F i are arbitrary functions.

Now, the constraint algorithm continues by imposing the tangency of XH to W1,

to ensure that the dynamic trajectories remain in W1. The constraints defining W1

are

ξ1
j = pj −

∂L
∂vj
∈ C∞(W) .

The tangency condition XH
(
ξ1
j

)
= 0 on W1 reads

0 = − ∂2L
∂qi∂vj

vi − ∂2L
∂vi∂vj

F i − L ∂2L
∂s∂vj

+
∂L
∂qj

+ pj
∂L
∂s

(on W1). (3.7)

Once we get to this point, we have to distinguish two different cases:

• If the Lagrangian L is regular, equations (3.7) allow us to determine all the

functions F i = dvi

dt . In this case, the algorithm ends and the solution is unique.

• On the other hand, if the Lagrangian L is singular, these equation establish

relations among the coefficients F i: some of them may remain undetermined

and the solutions may not be unique. Moreover, new constraints ξ2
µ ∈ C∞(W)

may appear. These new constraints define a submanifold W2 ↪→ W1 ↪→ W.

The algorithm continues by demanding that XH must be tangent to the new

submanifold W2 and so on until we find a final constraint submanifold Wf (if

it exists) where we have tangent solutions XH.

Let γ(t) = (qi(t), vi(t), pi(t), s(t)) be an integral curve of XH. We have that

f i = q̇i, F i = v̇i, Gi = ṗi and f = ṡ. Then, equations (3.3), (3.4), (3.5) and (3.6)

lead to the coordinate expression of equations (3.2). In particular,

• Equation (3.4) implies that vi = q̇i, that is, the holonomy condition.

• Using (3.4), equation (3.3) gives

ṡ = L , (3.8)

which is equation (1.13).

• Conditions (3.6) are

ṗi =
∂L
∂qi

+ pi
∂L
∂s

= −
(
∂H
∂qi

+ pi
∂H
∂s

)
,
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which are the second group of Hamilton’s equations (1.6). Now, using (3.5),

that is, on the submanifold W1, these equations are

d

dt

(
∂L
∂vi

)
=
∂L
∂qi

+
∂L
∂vi

∂L
∂s

,

which are the Euler–Lagrange equations (1.12). The first group of Hamilton’s

equations (1.6) arises from Definition 3.1.4, taking into account the holonomy

condition.

• Using conditions (3.5) (i.e. on W1) and (3.8), the tangency condition (3.7)

gives again the contact Euler–Lagrange equations (1.12). Notice that if the

Lagrangian L is singular, these equation might be incompatible.

3.3 Recovering the Lagrangian and Hamiltonian

formalisms and equivalence

In this section we are going to the equivalence between the Skinner–Rusk formalism

and the Lagrangian and Hamiltonian formalisms. First of all, notice that if we denote

1 : W1 ↪→W the natural embedding, we have

(ρ1 ◦ 1)(W1) = TQ× R , (ρ2 ◦ 1)(W1) = P1 ⊆ T∗Q× R .

W

W1

TQ× R T∗Q× R

Wf P1

Sf Pf

ρ2ρ1
1

FL

FL1

f

j1

Figure 3.1: Recovering the Lagrangian and Hamiltonian formalisms

In particular, P1 ⊂ T∗Q×R is a submanifold if the Lagrangian L is almost-regular,

an open subset of T∗Q × R if L is regular or P1 = T∗Q × R if L is hyperregular.

Furthermore, as the first constraint submanifold W1 is the graph of the Legendre

map FL, the restriction projection ρ1 ◦ 1 : W1 → TQ × R is a diffeomorphism. In

the same way, if L is almost-regular, for every submanifold α : Wα ↪→ W obtained
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from the constraint algorithm, we have

(ρ1 ◦ α)(Wα) = Sα ↪→ TQ× R , (ρ2 ◦ α)(Wα) = Pα ↪→ P1 ⊆ T∗Q× R .

Notice that Wα ⊂ W1 = graphFL implies FL(Sα) = Pα. Now, let f : Wf ↪→W be

the final constraint submanifold and

(ρ1 ◦ f )(Wf ) = Sf ↪→ TQ× R , (ρ2 ◦ f )(Wf ) = Pf ↪→ P1 ⊆ T∗Q× R .

This situation is represented in diagram in Figure 3.1.

Every function or differential form on W or vector field on W and tangent to W1

can be restricted to W1. Hence, they can be translated to the Lagrangian side using

thatW1
∼= TQ×R or to the Hamiltonian side projecting to the second factors of the

product bundle, T∗Q× R. With all this in mind, we have the following result:

Theorem 3.3.1. Let γ : I ⊆ R → W be a path taking values in W1. It can be split

as γ = (γL, γH), where γL = ρ1 ◦ γ : I ⊆ R→ TQ× R and γH = FL ◦ γL : I ⊆ R→
P1 ⊆ T∗Q× R.

Consider a path γ : I ⊆ R → W, with Im(γ) ⊂ W1 satisfying equations (3.2) (at

least on a submanifold Wf ⊂ W1). Then, γL is the prolongation to TQ × R of the

projected curve σ = ρ0 ◦γ : R→ Q×R (γ is holonomic), and it is a solution to (1.9).

In addition, the path γH = FL ◦ σ′ is solution to (1.4) (on Pf ).

Conversely, if σ : R→ Q×R is a path such that σ′ is a solution to (1.9) (on Sf ),

then the path γ = (σ′,FL ◦σ′) is a solution to (3.2). Moreover, FL ◦σ′ is a solution

to (1.4) (on Pf ).

It is important to point out that in the case the Lagrangian L is singular, these

results hold on the submanifolds Wf , Sf and Pf .

Considering that the paths γ : R→W solution to (3.2) are the integral curves of

sodes XH ∈ X(W) solution to (3.1) and that the paths γL : R → TQ × R are the

integral curves of sodes XL ∈ X(TQ× R) solution to (1.9), then we have:

Theorem 3.3.2. Consider a vector field XH ∈ X(W) solution to (3.1) (at least

on Wf ) and tangent to W1 (resp. to Wf ). Then, XL ∈ X(TQ × R), defined as

XL ◦ ρ1 = Tρ1 ◦ XH, is a sode tangent to Sf solution to (1.10) (on Sf ), with

H = ρ∗1EL.

Furthermore, every sode solution to (1.9) (on Sf ) can be obtained in this way

from a vector field XH ∈ X(W) (tangent to Wf ) solution to (3.1) (on Wf ).

We can also recover the Hamiltonian formalism in a similar way having in mind

that the paths γH : R → T∗Q × R are the integrals curves of vector fields XH ∈
X(T∗Q× R) solution to (1.3).

Theorem 3.3.3. Consider a vector field XH ∈ X(W) solution to equations (3.1) (at

least on Wf ) and tangent to W1 (resp. to Wf ). The vector field XH ∈ X(T∗Q× R)

defined as XH ◦ ρ2 = Tρ2 ◦ XH is a solution to (1.3) (on Pf and tangent to Pf ),

whith H = ρ∗2H.
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These results correspond to those obtained from the Skinner–Rusk formalism for

non-autonomous dynamical systems. See [10, 20].

It is important to remark that, in the case of singular Lagrangians, we only

have equivalence between the constraint algorithms in the Skinner–Rusk and in the

Lagrangian formalisms if we impose the second-order condition to the Lagrangian

formalism as an additional condition. This is because, unlike in the Skinner–Rusk

formalism, the holonomy condition cannot be recovered from the Lagrangian formal-

ism when dealing with singular Lagrangians. See [123, 143].



Chapter 4

Examples in mechanics

This last chapter of the first part is devoted to study some examples of contact

mechanical systems. We will analyze them with different levels of detail.

The first example 4.1 is the damped harmonic oscillator. We will consider the

Lagrangian function of the harmonic oscillator and add to it a holonomic dissipation

term. In this way we can obtain the equation of a damped harmonic oscillator. In

this first example, we will give a complete description of the Lagrangian, Hamiltonian

and Skinner–Rusk formulations. We will also see the energy dissipation law for this

system.

In the second example 4.2 we will describe the motion of a particle in a con-

stant gravitational field with friction. We will develop the Lagrangian formalism

of this system give its energy dissipation law. We will also find a contact symmetry

which will allow us to obtained its associated dissipated quantity. With these two

dissipated quantities, we will find a conserved quantity.

The third example 4.3 describes the fall of a parachute. This example is a

particularly interesting one, because in it we consider a Lagrangian function which

is not a Lagrangian with holonomic dissipation term. We see that when we make

the friction go to zero, we recover the Lagrangian used in the previous example. We

develop the Lagrangian formalism for this system and give its energy dissipation law.

In the fourth example 4.4 we give a complete description of the Skinner–Rusk

formalism for Lagrangians with holonomic dissipation term, including the con-

straint algorithm. These Lagrangians were introduced in [31] and [68] and are very

common.

The fifth example 4.5 develops the Skinner–Rusk formalism of a system consisting

of a particle submitted to a central potential with friction. The corresponding

Lagrangian function is regular and thus the constraint algorithm finishes in one step.

In the sixth example 4.6 we deal with a damped simple pendulum. We use the

method of Lagrange multipliers to obtain a Lagrangian function describing the

behaviour of the pendulum restricted to the circumference r = `. The Lagrangians

obtained this way are always singular because the velocities associated with the

Lagrange multiplier do not appear in the Lagrangian. We develop the Skinner–Rusk

formalism for this system.

Finally, Example 4.7 develops the Skinner–Rusk formalism for the Cawley’s La-

35
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grangian [28] modified by adding a dissipation term. This is a singular Lagrangian.

4.1 The damped harmonic oscillator

Consider the configuration space Q = R. The Lagrangian description of the one-

dimensional harmonic oscillator is given by the Lagrangian function L : TQ → R,

where

L(q, v) =
1

2
mv2 − 1

2
mω2q2 .

The Euler–Lagrange equation for this Lagrangian is

q̈ + ω2q = 0 ,

which is the equation of a harmonic oscillator.

Contact Lagrangian formulation

Consider now the Lagrangian function L : TQ× R→ R given by

L(q, v, s) = L(q, v)− γs =
1

2
mv2 − 1

2
mω2q2 − γs . (4.1)

Since

∆ = v
∂

∂v
, J =

∂

∂v
⊗ dq ,

we have that

dL = mvdv −mω2qdq − γds ,

EL = ∆(L)− L =
1

2
mv2 +

1

2
mω2q2 + γs ,

dEL = mvdv +mω2qdq + γds ,

θL =
tJ ◦ dL = mvdq ,

ηL = ds−mvdq ,

dηL = mdq ∧ dv ,

R =
∂

∂s
.

Consider a generic vector field X ∈ X(TQ× R) with local expression

X = f
∂

∂q
+ F

∂

∂v
+ g

∂

∂s
.

The left-hand side of the first contact Lagrangian equation (1.10) is

i(X)dηL = mfdv −mFdq ,
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while the right-hand side is

dEL −R(EL)ηL = mvdv +mω2qdq +mvγdq .

Equating both expressions, we get the conditions{
f = v ,

F = −ω2q − γv .

On the other hand, the second equation in (1.10) yields

g =
1

2
mv2 − 1

2
mω2q2 − γs = L .

Then, if the vector field X is a solution to the contact Lagrangian equations (1.10),

it has local expression

X = v
∂

∂q
+ (−ω2q − γv)

∂

∂v
+ L ∂

∂s
.

Notice that the sode condition for X is automatically satisfied as the Lagrangian L
is regular.

Let σ(t) = (q(t), v(t), s(t)) be an integral curve of the vector field X. Then, it

satisfies the following system of differential equations:
q̇ = v ,

v̇ = −ω2q − γv ,
ṡ = L .

The first two equations of this system can be combined to obtain the second-order

differential equation

q̈ + γq̇ + ω2q = 0 ,

which corresponds to a damped harmonic oscillator.

The dissipation of the energy is given by Theorem 2.2.4:

LXEL = −γEL .

Contact Hamiltonian formulation

Consider the contact manifold (T∗Q×R, η) with natural coordinates (q, p, s), where

η = ds− pdq. The Reeb vector field is R = ∂/∂s.

The Legendre map associated to the Lagrangian function L given in (4.1) is the

map FL : TQ× R→ T∗Q× R given by

FL(q, v, s) = (q, p = mv, s) ∈ T∗Q× R .
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The Hamiltonian function defined by FL∗H = EL is

H =
1

2m
p2 +

1

2
mω2q2 + γs .

Its differential is

dH =
p

m
dp+mω2qdq + γds .

Consider the vector field Y ∈ X(T∗Q× R) with local expression

Y = f
∂

∂q
+G

∂

∂p
+ g

∂

∂s
.

The left-hand side of the first contact Hamiltonian equation (1.3) reads

i(Y )dη = fdp−Gdq ,

while the right-hand side is

dH −R(H)η =
p

m
dp+ γpdq +mω2qdq ,

and equating them we obtain the conditionsf =
p

m
,

G = −mω2q − γp .

On the other hand, the second equation in (1.3) gives

g =
1

2m
p2 − 1

2
mω2q2 − γs .

Hence, the vector field Y has local expression

Y =
p

m

∂

∂q
+ (−mω2q − γp) ∂

∂p
+

(
1

2m
p2 − 1

2
mω2q2 − γs

)
∂

∂s
.

An integral curve σ(t) = (q(t), p(t), s(t)) of the vector field Y satisfies the system of

differential equations 
q̇ =

p

m
,

ṗ = −mω2q − γp ,

ṡ =
1

2m
p2 − 1

2
mω2q2 − γs

Combining the first two equations in of the system above, we obtain the second-order

differential equation

q̈ + γq̇ + ω2q = 0 ,
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which is the equation of a damped harmonic oscillator. The dissipation of the Hamil-

tonian function is given by Theorem 2.2.4:

LYH = −γH .

Contact Skinner–Rusk formulation

We have already seen the contact Lagrangian and Hamiltonian formulations of the

damped harmonic oscillator. Now, we are going to state the Skinner–Rusk formula-

tion and we will also recover the Lagrangian and Hamiltonian cases from it.

Consider the extended Pontryagin bundle

W = TQ×Q T∗Q× R ,

with natural coordinates (q, v, p, s). The coupling function is C = pv. The 1-form

η = ds− pdq defines a precontact structure on W with Reeb vector field R = ∂/∂s.

We have that dη = dq ∧ dp. The Hamiltonian function associated to the Lagrangian

L given in (4.1) is the function

H = C − L = pv − 1

2
mv2 +

1

2
mω2q2 + γs ∈ C∞(W) .

We have

dH = pdv + vdp−mvdv +mω2qdq + γds ,

and hence

dH−R(H)η = (p−mv)dv + vdp+ (mω2q + γp)dq .

Given a vector field Z ∈ X(W) with coordinate expression

Z = f
∂

∂q
+ F

∂

∂v
+G

∂

∂p
+ g

∂

∂s
,

equations (3.1) give the conditions

G = −mω2q − γp , f = v ,

p = mv , g = L .

Hence, the vector field Z is a sode and has local expression

Z = v
∂

∂q
+ F

∂

∂v
+ (−mω2q − γp) ∂

∂p
+ L ∂

∂s
,

and we have the constraint function

ξ1 = p−mv = 0

defining the first constraint submanifold W1 ↪→ W. Now, we have to impose the
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tangency of the vector field Z to the submanifold W1:

0 = Z(ξ1) = −mω2q − γp−mF ,

we get the condition

F = −ω2q − γv

and no new constraints appear. Then, we have the unique solution

Z = v
∂

∂q
+ (−ω2q − γv)

∂

∂v
+ (−mω2q − γp) ∂

∂p
+ L ∂

∂s
.

Projecting onto each factor of W = TQ ×Q T∗Q × R using the projections ρ1, ρ2,

we recover the Lagrangian and Hamiltonian formalisms described above. In the

Lagrangian formalism we obtain the holonomic vector field X ∈ X(TQ×R) given by

X = v
∂

∂q
+ (−ω2q − γv)

∂

∂v
+ L ∂

∂s
,

while in the Hamiltonian formalism we get the vector field Y ∈ X(T∗Q×R) given by

Y =
p

m

∂

∂q
+ (−mω2q − γp) ∂

∂p
+

(
1

2m
p2 − 1

2
mω2q2 − γs

)
∂

∂s
.

4.2 Motion in a constant gravitational field with

friction

Consider the motion of a particle in a vertical plane under the action of constant

gravity. In this case, Q = R2 with coordinates (x, y). This motion can be described

by the Lagrangian function

L =
1

2
mv2 −mgy , (4.2)

where v2 = v2
x + v2

y in the fiber bundle TQ with coordinates (x, y, vx, vy).

In order to introduce air friction, we consider the Lagrangian with holonomic

dissipation term L = L−γs in M = TQ×R endowed with coordinates (x, y, vx, vy, s).

In this case, we have the differential forms

θL = mvxdx+mvydy ,

ηL = ds− θL = ds−mvxdx−mvydy ,

dηL = mdx ∧ dvx +mdy ∧ dvy .
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The Reeb vector field is RL = ∂/∂s and the Lagrangian energy is

EL =
1

2
mv2 +mgy + γs .

The dynamical equations for a vector field X ∈ X(M) with coordinate expression

X = a
∂

∂s
+ b

∂

∂x
+ c

∂

∂y
+ d

∂

∂vx
+ e

∂

∂vy

are {
i(X)dηL = dEL −RL(EL)ηL ,

i(X)ηL = −EL .

Using the fact that

dEL = mvxdvx +mvydvy +mgdy + γds

and that

RL(EL)ηL = γds− γmvxdx− γmvydy ,

we obtain the relations 

a = bvx + cvy − EL ,
b = vx ,

c = vy ,

d = −γvx ,
e = −γvy − g .

The second and third conditions imply that a = L. Hence, the contact Lagrangian

vector field is

ΓL = L ∂
∂s

+ vx
∂

∂x
+ vy

∂

∂y
− γvx

∂

∂vx
− (g + γvy)

∂

∂vy
.

This gives the following system of differential equations:
ẍ+ γẋ = 0 ,

ÿ + γẏ + g = 0 ,

ṡ = L .

As in the previous example, the energy dissipation is given by Theorem 2.2.4:

LΓLEL = −γEL .

Notice that ∂L/∂x = 0. Thus, it is immediate to check that ∂/∂x is a contact
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symmetry. Its associated dissipated quantity is its corresponding momentum:

px =
∂L
∂vx

= mvx .

The dissipation of this quantity is given by Theorem 2.3.2:

LΓLp
x = −γpx .

Now, taking into account Proposition 2.2.6, as we have two dissipated quantities, we

can obtain the conserved quantity

G =
EL
px

=
1
2mv

2 +mgy + γs

mvx
.

4.3 The parachute equation

In this example we are going to consider a contact Lagrangian function which is not

a Lagrangian with holonomic dissipation term.

Consider the vertical motion of a particle falling in a fluid under the action of

constant gravity. If the friction is modeled by the drag equation, the friction force

is proportional to the square of the velocity. This motion can be described as the

contact Lagrangian system (M,L), where M = TR × R endowed with coordinates

(y, v, s) and

L =
1

2
mv2 − mg

2γ
(e2γy − 1) + 2γvs ,

where γ is the friction coefficient, which depends on the density of the air, the shape

of the object, etc.

Remark 4.3.1. Notice that

lim
γ→0
L =

1

2
mv2 −mgy ,

which is the mechanical Lagrangian (4.2) considered at the beginning of the previous

example.

In this case, we have

θL = (mv + 2γs)dy ,

ηL = ds− θL = ds− (mv + 2γs)dy ,

dηL = mdy ∧ dv + 2γdy ∧ ds ,

EL =
1

2
mv2 +

mg

2γ
(e2γy − 1) ,

RL =
∂

∂s
− 2γ

m

∂

∂v
.
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Consider the vector field

X = a
∂

∂s
+ b

∂

∂y
+ c

∂

∂v
∈ X(TR× R) .

Taking into account that

dEL = mvdv +mge2γydy

and that

RL(EL)ηL = −2γv(ds− (mv + 2γs)dy) ,

we obtain the conditions
a = (mv + 2γ)b− EL ,
b = v ,

c = −ge2γy − 2γ

m
a+ 2γv2 +

4γ2

m
vs .

The first two condition imply that a = L. Using this fact, the third equation becomes

c = −g + γv2. Summing up, we get that the contact Lagrangian vector field is

ΓL = v
∂

∂y
+ (γv2 − g)

∂

∂v
+ L ∂

∂s
.

Hence, we have the following system of differential equations:{
ÿ − γẏ2 + g = 0 ,

ṡ = L .
(4.3)

The energy dissipation is given by Theorem 2.2.4,

LΓLEL = 2γvEL .

Remark 4.3.2. Equation (4.3) describes an object falling (ẏ < 0). To describe an

object ascending it is enough to change γ for −γ in the Lagrangian function.

4.4 Lagrangian with holonomic dissipation term

Let Q be a smooth manifold of dimension n. Consider a Lagrangian function L◦ ∈
C∞(TQ) either regular or singular and γ ∈ R. Let L = τ∗1L◦ − γs ∈ C∞(TQ × R)

be a Lagrangian with holonomic dissipation term [31, 68]. Let W = TQ×Q T∗Q×R
be the Pontryagin bundle with coordinates (qi, vi, pi, s). Denote L = ρ∗1L ∈ C∞(W),

which is regular or singular Lagrangian depending on the regularity of L◦. If the
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Lagrangian is singular, we will assume it is almost-regular. Then,

H = piv
i − L◦(qi, vi) + γs ∈ C∞(W) ,

and

dH = vidpi +

(
pi −

∂L◦
∂vi

)
dvi − ∂L◦

∂qi
dqi + γds .

Consider a vector field XH ∈ X(W) with local expression XH = f i ∂
∂qi + F i ∂

∂vi +

Gi
∂
∂pi

+ f ∂
∂s . Then, equations (3.1) give the conditions

f i = vi ,

f = (f i − vi)pi + L = L ,

pi =
∂L◦
∂vi

,

Gi =
∂L◦
∂qi
− γpi .

We have the submanifold W1 = graphFL ↪→W, and

XH|W1
= vi

∂

∂qi
+ F i

∂

∂vi
+

(
∂L◦
∂qi
− γpi

)
∂

∂pi
+ (L◦ − γs)

∂

∂s
.

Imposing the tangency of XH to W1, we get

XH

(
pj −

∂L◦
∂vj

)
= − ∂2L◦

∂qi∂vj
vi − ∂2L◦

∂vi∂vj
F i +

∂L◦
∂qj
− γpj = 0 (on W1) .

In Section 3.2 we pointed out that if the Lagrangian is regular, the tangency condition

allows us to determine all the coefficients F i and we have a unique solution. On the

other hand, if the Lagrangian is singular, the tangency condition establishes some

relations between the functions F i. Also, new constraints may appear, defining a

new constraint submanifold W2 ↪→ W1 ↪→ W. The constraint algorithm continues

by imposing tangency to this new submanifold and so on. Eventually, we may find

(if it exists) a final constraint submanifold Wf where there exist tangent solutions

XH.

Let σ(t) = (qi(t), vi(t), pi(t), s(t)) be an integral curve of a solution XH ∈ X(W)

tangent to Wf . Then, equations (3.2), on Wf , are
ṡ = L◦ − γs ,
q̇i = vi ,

ṗi =
d

dt

(
∂L

∂vi

)
=
∂L◦
∂qi
− γpi =

∂L◦
∂qi
− γ ∂L◦

∂vi
.

The next three examples are of this kind: one regular system and two singular

systems.
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4.5 Central force with dissipation

Consider a particle of mass m in R3 submitted to a central potential with dissipation.

Taking Q = R3 − {(0, 0, 0} with coordinates (qi), the Lagrangian describing the

dynamics of the system is

L =
1

2
mviv

i − U(r)− γs ∈ C∞(TQ× R) ,

where vi = gijv
j , gij is the natural extension of the Euclidean metric of R3 to the

extended Pontryagin bundle W = TQ ×Q T∗Q × R, and r =
√
qiqi. In W, with

local coordinates (qi, vi, pi, s), we denote L = ρ∗1L ∈ C∞(W), which has the same

coordinate expression as L and is a hyperregular Lagrangian. Hence,

H = piv
i − 1

2
mviv

i + U(r) + γs ∈ C∞(W) ,

and

dH = vidpi + (pi −mvi)dvi +
U ′(r)

r
qidq

i + γds .

Consider a vector field XH ∈ X(W) with local expression XH = f i ∂
∂qi + F i ∂

∂vi +

Gi
∂
∂pi

+ f ∂
∂s . Then, equations (3.1) give



f i = vi ,

f = (f i − vi)pi + L = L ,
pi = mvi ,

Gi = −U
′(r)

r
qi − γpi .

The first constraint submanifold W1 ↪→W is

W1 = {(qi, vi, pi, s) ∈ W | pi −mvi = 0} = graphFL ,

and

XH|W1
= vi

∂

∂qi
+ F i

∂

∂vi
−
(
γpi +

U ′(r)

r
qi

)
∂

∂pi
+

(
1

2
mviv

i − U(r)− γs
)
∂

∂s
.

The tangency condition of XH to the first constraint submanifold W1 reads

XH(pi−mvi) = −γpi−
U ′(r)

r
qi−mFi = 0⇐⇒ F i = − 1

m

(
γpi +

U ′(r)

r
qi
)

(on W1) ,

and the algorithm finishes with the unique solution

XH|W1
= vi

∂

∂qi
− 1

m

(
γpi +

U ′(r)

r
qi
)

∂

∂vi
−
(
γpi +

U ′(r)

r
qi

)
∂

∂pi
+ L ∂

∂s
.
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Hence, if σ(t) = (qi(t), vi(t), pi(t), s(t)) is an integral curve of XH, equations (3.2),

on W1, read 
ṡ = L ,
q̇i = vi ,

1

m
ṗi = v̇i = q̈i = −γq̇i − U ′(r)

mr
qi ,

which are the Euler–Lagrange equations for the motion of a particle in a central

potential with friction.

We are now going to recover the Lagrangian and Hamiltonian formalisms from

the Skinner–Rusk formalism, as stated in Section 3.3, by projecting onto each factor

of the Pontryagin bundle W. As L is hyperregular, the Legendre map FL : TQ ×
R → T∗Q × R is a global diffeomorphism, and the constraint algorithm finishes

with the first constraint submanifold W1. In the Lagrangian formalism, the contact

Lagrangian vector field is the sopde

XL = vi
∂

∂qi
−
(
γvi +

U ′(r)

mr
qi
)

∂

∂vi
+

(
1

2
mviv

i − U(r)− γs
)
∂

∂s
∈ X(TQ× R) ,

and, in the Hamiltonian formalism, we obtain the contact Hamiltonian vector field

XH =
pi
m

∂

∂qi
−
(
γpi +

U ′(r)

r
qi

)
∂

∂pi
+

(
pip

i

2m
− U(r)− γs

)
∂

∂s
∈ X(T∗Q× R) .

4.6 Lagrange multipliers.

The damped simple pendulum

The method of Lagrange multipliers is used to incorporate constraints to a system.

This leads to singular Lagrangians in a very natural way, since the velocities asso-

ciated to the Lagrange multipliers do not appear in the Lagrangian. We will use a

simple case, the pendulum with friction, to explain how to apply the Skinner–Rusk

formalism to these systems.

Consider a damped pendulum of length ` and mass m. Its position in the plane

can be described using polar coordinates (r, θ), where θ = 0 is the position at rest.

The motion of the pendulum is restricted to the circumference r = `. Hence, the

corresponding Lagrangian is

L =
1

2
m(v2

r + r2v2
θ)−mgr(1− cos θ) + λ(r − `)− γs ∈ C∞(TR3 × R) ,

where λ is the Lagrange multiplier. It is a singular Lagrangian since the velocity

vλ does not appear in the Lagrangian function. In the Pontryagin bundle W =

TR3 ×R3 T∗R3 × R, with local coordinates (r, θ, λ, vr, vθ, vλ, pr, pθ, pλ, s), we have
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L = ρ∗1L ∈ C∞(W). Then,

H = prvr + pθvθ + pλvλ−
1

2
m(v2

r + r2v2
θ) +mgr(1− cos θ) + γs−λ(r− `) ∈ C∞(W) .

Consider a vector field XH ∈ X(W) with local expression

XH = fr
∂

∂r
+fθ

∂

∂θ
+fλ

∂

∂λ
+Fr

∂

∂vr
+Fθ

∂

∂vθ
+Fλ

∂

∂vλ
+Gr

∂

∂pr
+Gθ

∂

∂pθ
+Gλ

∂

∂pλ
+f

∂

∂s
.

Then, equations (3.1) give the conditions

f = L ,
fr = vr ,

fθ = vθ ,

fλ = vλ ,

pr = mvr ,

pθ = r2mvθ ,

pλ = 0 ,

Gr = mrv2
θ −mg(1− cos θ) + λ− γpr ,

Gθ = −mgr sin θ − γpθ ,
Gλ = r − `− γpλ .

The first constraint submanifold is W1 ↪→W given by

W1 = {(r, θ, λ, vr, vθ, vλ, pr, pθ, pλ, s) | pr = mvr, pθ = mr2vθ, pλ = 0} = graphFL ,

and the vector field XH is

XH|W1
= L ∂

∂s
+ vr

∂

∂r
+ vθ

∂

∂θ
+ vλ

∂

∂λ
+ Fr

∂

∂vr
+ Fθ

∂

∂vθ
+ Fλ

∂

∂vλ

+ (mrv2
θ −mg(1− cos θ) + λ− γpr)

∂

∂pr

− (mgr sin θ + γpθ)
∂

∂pθ
+ (r − `− γpλ)

∂

∂pλ
.

Imposing tangency of XH to W1, we obtain the following conditions (on W1):
Fr = rv2

θ − g(1− cos θ) +
λ

m
− γvr ,

2vrvθ + rFθ = −g sin θ − γrvθ ,
r = ` .

(4.4)

Notice that we have dinamically recovered the constraint r = `, defining a new
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constraint submanifold W2 ↪→W1 ↪→W. The tangency condition to W2 gives

vr = 0 (on W2) ,

defining a new constraint submanifold W3. Imposing tangency of XH to W3 we

obtain the equation

Fr = 0 ,

allowing us to compute the Lagrange multiplier λ:

λ = mg(1− cos θ)−m`v2
θ (on W3) .

This is a new constraint, which defines a new constraint submanifold W4. The

tangency condition to W4 gives a last constraint

vλ = m(3gvθ sin θ + 2`γv2
θ) (on W4) .

Finally, imposing the tangency condition to this las constraint, we determine the

coefficient Fλ :

Fλ = mg
(

3vθ cos θ − 3
g

`
sin2 θ − 5γvθ sin θ − 2`gv2

θ

)
(on W4) ,

and no new constraints appear. Hence, the constraint algorithm ends with the final

constraint submanifold Wf =W4, which is defined as

Wf = {(r, θ, λ, vr, vθ, vλ, pr, pθ, pλ, s) | pr = mvr, pθ = mr2vθ, pλ = 0, r = `,

vr = 0, λ = mg(1− cos θ)−m`v2
θ , vλ = m(3gvθ sin θ + 2`γv2

θ)} ,

and the unique solution

XH|Wf
= vθ

∂

∂θ
+m

(
3gvθ sin θ + 2`γv2

θ

) ∂

∂λ
−
(g
`

sin θ + γvθ

) ∂

∂vθ
+

mg
(

3vθ cos θ − 3
g

`
sin2 θ − 5γvθ sin θ − 2`gv2

θ

) ∂

∂vλ

−m`(g sin θ + γ`vθ)
∂

∂pθ
+

(
1

2
m`2v2

θ −mg`(1− cos θ)− γs
)
∂

∂s

Notice that we only have three independent variables: s, θ and vθ. Therefore, for an

integral curve of XH, the second equation in (4.4) gives the equation of motion

θ̈ = −g
`

sin θ − γθ̇ ,

which is the equation of motion of the simple pendulum with friction.

Following Section 3.3, we can recover the Lagrangian and Hamiltonian formalisms

by projecting onto each factor of the Pontryagin bundle W = TR3×R3 T∗R3×R. In
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the Lagrangian formalism we have the final constraint submanifold

Sf = {(r, θ, λ, vr, vθ, vλ, s) ∈ TR3 × R | r = `, vr = 0, λ = mg(1− cos θ)−m`v2
θ ,

vλ = m(3gvθ sin θ + 2`γv2
θ)} ,

and the contact Lagrangian vector field is the sopde

XL|Sf = vθ
∂

∂θ
+ vλ

∂

∂λ
−
(g
`

sin θ + γvθ

) ∂

∂vθ

+mg
(

3vθ cos θ − 3
g

`
sin2 θ − 5γvθ sin θ − 2`gv2

θ

) ∂

∂vλ

+

(
1

2
m`2v2

θ −mg`(1− cos θ)− γs
)
∂

∂s
∈ X(TR3 × R) .

In the Hamiltonian counterpart, we have

Pf = {(r, θ, λ, pr, pθ, pλ, s) ∈ T∗R3×R | r = `, pλ = 0, pr = 0, λ = mg(1−cos θ)− p2
θ

m`3
} ,

and the contact Hamiltonian vector field

XH |Pf =
pθ
m`2

∂

∂θ
+

(
3g

`2
pθ sin θ +

2γ

m`3
p2
θ

)
∂

∂λ
− (m`g sin θ + γpθ)

∂

∂pθ

+

(
p2
θ

2m`2
−mg`(1− cos θ)− γs

)
∂

∂s
∈ X(T∗R3 × R) .

4.7 Cawley’s Lagrangian with dissipation

This last example is an academic model based on the Lagrangian introduced by R.

Cawley to study some features of singular Lagrangians in Dirac’s theory of constraint

systems [28].

Consider the manifold TR3 × R with coordinates (qi, vi, s) and the Lagrangian

function

L = v1v3 +
1

2
q2(q3)2 − γs ∈ C∞(TR3 × R) .

In the Pontryagin bundleW = TR3×R3 T∗R3×R with local coordinates (qi, vi, pi, s),

we denote L = ρ∗1L ∈ C∞(W). The Lagrangians L and L have the same local

expression. Then,

H = piv
i − v1v3 − 1

2
q2(q3)2 + γs ∈ C∞(W) .

Consider now a vector field XH ∈ X(W) with local expression

XH = f i
∂

∂qi
+ F i

∂

∂vi
+Gi

∂

∂pi
+ f

∂

∂s
.
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Then, equations (3.1) give the conditions

f i = vi ,

f = L ,
p1 = v3 ,

p2 = 0 ,

p3 = v1 ,

G1 = −γp1 ,

G2 =
1

2
q3 − γp2 ,

G3 = q2q3 − γp3 .

Hence, the first constraint submanifold W1 ↪→W is defined as

W1 = {(qi, vi, pi, s) ∈ W | p1 = v3, p2 = 0, p3 = v1} ,

and the vector field XH has local expression

XH|W1
= vi

∂

∂qi
+ F i

∂

∂vi
− γp1

∂

∂p1
+

1

2
q3 ∂

∂p2
+ (q2q3 − γp3)

∂

∂p3
+ L ∂

∂s
.

Imposing the tangency of XH to the first constraint submanifold W1 we get
F 1 = q2q3 − γp3 ,

F 3 = −γp1 ,

q3 = 0 ,

determining the coefficients F 1 and F 3 and adding a new constraint defining the

submanifold W2. Imposing tangency of the vector field XH to W2 we obtain

v3 = 0 (on W2) ,

which, taking into account that p1 = v3, implies that p1 = 0 on W2. Now, the

tangency condition holds and gives the final constraint submanifold

Wf = {(qi, vi, pi, s) ∈ W | p1 = v3 = 0, p2 = 0, p3 = v1, q3 = 0} ,

and the family of solutions

XH|Wf
= v1 ∂

∂q1
+ v2 ∂

∂q2
− γv1 ∂

∂v1
+ F 2 ∂

∂v2
− γs ∂

∂s
.

We can now recover the Lagrangian and Hamiltonian formalisms by projecting onto

each factor of the Pontryagin bundle W = TR3 ×R3 T∗R3 × R. In the Lagrangian
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formalism we have the final constraint submanifold

Sf = {(qi, vi, s) ∈ TR3 × R | q3 = 0, v3 = 0} ,

and the contact Lagrangian vector field is the sopde

XL|Sf = v1 ∂

∂q1
+ v2 ∂

∂q2
− γv1 ∂

∂v1
+ F 2 ∂

∂v2
− γs ∂

∂s
∈ X(TR3 × R) .

On the other hand, in the Hamiltonian formalism we have the final constraint sub-

manifold

Pf = {(qi, pi, s) ∈ T∗R3 × R | p1 = 0, p2 = 0, q3 = 0} ,

and the unique contact Hamiltonian vector field is

XH |Pf = p3
∂

∂q1
+ v2 ∂

∂q2
− γp1

∂

∂p1
− γs ∂

∂s
.

Notice that kerFL =

〈
∂

∂v2

〉
.
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Part II

Field theory

53





Chapter 5

Review on k-symplectic and

k-cosymplectic formalisms

This chapter is devoted to review both the Hamiltonian and Lagrangian formalisms

of autonomous and nonautonomous field theories. In Section 5.1, we define the

notion of k-vector field and integral section, which will be of great interest when

developing the Hamiltonian and Lagrangian formulation of field theories. We also

stablish the conditions for a k-vector field to be integrable. Section 5.2 is devoted to

present to framework of k-symplectic geometry. The notion of k-symplectic manifold

is introduced and some of its most relevant properties are stated. In particular, we

give a proof of the Darboux theorem for k-symplectic manifolds different from the one

given in [6]. In Section 5.3 we develop the k-symplectic Hamiltonian formalism, which

is the natural formalism to deal with autonomous Hamiltonian field theories, and

obtain the k-symplectic Hamilton–De Donder–Weyl equations. Section 5.4 begins by

presenting the canonical geometric structures of the tangent bundle of k-velocities

⊕kTQ: the vertical lifts, the canonical k-tangent structure and the Liouville vector

field. The notions of second-order partial differential equation and holonomic map

are introduced and we establish the relation between them. With these geometric

tools, we can define the Lagrangian energy, the Cartan forms and the Legendre map

associated with a Lagrangian function. Then, we develop the Lagrangian formalism

for autonomous field theories and obtain the k-symplectic Euler–Lagrange equations.

In Section 5.5 we offer a review on k-cosymplectic geometry, which is the natural

framework when dealing with nonautonomous field theories. We define the notions

of k-cosymplectic manifold, Reeb vector fields and state the Darboux theorem for k-

cosymplectic manifolds. We include a detailed study of the canonical k-cosymplectic

manifold Rk × ⊕kT∗Q and show that its natural coordinates are, in fact, Darboux

coordinates. Finally, in Sections 5.6 and 5.7 we give a complete description of the

Hamiltonian and Lagrangian formalisms for nonautonomous field theories. Some

references on these topics are [6, 50, 52, 56, 96, 124, 138].

55
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5.1 k-vector fields and integral sections

The notion of k-vector field is of great use in the geometric study of partial differential

equations. See, for instance, [56].

Let M be a smooth n-dimensional manifold. Consider the direct sum of k copies

of its tangent bundle: ⊕kTM . We have the natural projections

τα : ⊕k TM → TM , τ1
M : ⊕k TM →M .

Definition 5.1.1. A k-vector field on a manifold M is a section

X : M → ⊕kTM

of the natural projection τ1
M defined above. We will denote by Xk(M) the set of all

k-vector fields on M .

⊕kTM

τα

��
M

X

<<

Xα // TM

Taking into account the diagram above, a k-vector field X ∈ Xk(M) can be given

by k vector fields X1, . . . , Xk ∈ X(M), obtained as Xα = τα ◦ X. With this in

mind, we can denote X = (X1, . . . , Xk). A k-vector field X = (X1, . . . , Xk) induces

a decomposable contravariant skew-symmetric tensor field, X1 ∧ · · · ∧Xk, which is a

section of the bundle
∧k

TM →M . This also induces a tangent distribution on M .

Definition 5.1.2. Given a map φ : U ⊂ Rk →M , we define its first prolongation

to ⊕kTM as the map

φ′ : U ⊂ Rk → ⊕kTM ,

defined by

φ′(t) =

(
φ(t); Tφ

(
∂

∂t1

∣∣∣∣
t

)
, . . . ,Tφ

(
∂

∂tk

∣∣∣∣
t

))
≡ (φ(t);φ′α(t)) ,

where t = (t1, . . . , tk) are the canonical coordinates of Rk.

In the same way as we have integral curves of vector fields, we can define the

notion of integral section of a k-vector field:

Definition 5.1.3. Let X = (X1, . . . , Xk) ∈ Xk(M) be a k-vector field. An integral

section of X is a map φ : U ⊂ Rk →M such that

φ′ = X ◦ φ ,
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that is, Tφ ◦ ∂

∂tα
= Xα ◦ φ for every α.

We say that a k-vector field X ∈ Xk(M) is integrable if every point of M is in

the image of an integral section of X.

Consider a k-vector field X = (Xα) with local expression

Xα = Xi
α

∂

∂xi
.

Then, φ : U ⊂ Rk → M is an integral section of X if, and only if, it is a solution of

the system of partial differential equations

∂φi

∂tα
= Xi

α(φ) .

Let X = (X1, . . . , Xk) be a k-vector field on M . Then, X is integrable if, and

only if, [Xα, Xβ ] = 0 for every α, β. These are precisely the necessary and sufficient

conditions for the integrability of the above systems of partial differential equations

[113].

5.2 k-symplectic geometry

In this section we will review the concepts of k-symplectic geometry which we will

be using in the following sections to develop both the Hamiltonian and Lagrangian

formalisms of autonomous field theories. See [6, 96, 124, 138]. We will begin by

defining the notion of k-symplectic manifold and we will also prove the Darboux

theorem for k-symplectic manifolds, which states that every k-symplectic manifold

is locally diffeomorphic to ⊕kT∗Q.

Definition 5.2.1. Let M be a manifold of dimension m = n+ kn. A k-symplectic

structure on M is family (ω1, . . . , ωk, V ), where ωα ∈ Ω2(M) are closed and V is

an integrable nk-dimensional tangent distribution on M such that

(1) ωα|V×V = 0 for every α = 1, . . . , k,

(2)
⋂k
α=1 kerωα = {0}.

We say that (M,ωα, V ) is a k-symplectic manifold.

Theorem 5.2.2 (Darboux theorem for k-symplectic manifolds). Let (M,ωα, V ) be

a k-symplectic manifold. Then, for every point of p ∈ M , there exists a local chart

(U ; qi, pαi ), p ∈ U , such that

ωα|U = dqi ∧ dpαi , V =

〈
∂

∂pαi

〉
.

These coordinates are called Darboux or canonical coordinates of the k-symplectic

manifold.



58 Xavier Rivas — Geometrical aspects of contact systems and field theories

Proof. Let p be a point of M . We can find a local chart (Up;x
1, . . . , xn, y1, . . . , ynk)

around p such that V =

〈
∂

∂yi

〉
. By Poincaré’s Lemma, as the 2-forms ωα are closed,

they are locally exact. Hence, we can say that ωα|Up = dθα|Up . Using this, we have

that, in Up,

ωα = d
(
fαi dxi + gαrdyr

)
= −∂f

α
i

∂xj
dxi ∧ dxj − ∂fαi

∂yr
dxi ∧ dyr +

∂gαr

∂xi
dxi ∧ dyr −

∂gαr

∂ys
dyr ∧ dys

=
1

2

(
∂fαj
∂xi
− ∂fαi
∂xj

)
dxi ∧ dxj +

(
∂gαr

∂xi
− ∂fαi
∂yr

)
dxi ∧ dyr

+
1

2

(
∂gαs

∂yr
− ∂gαr

∂ys

)
dyr ∧ dys .

It is clear that
∂gαs

∂yr
=
∂gαr

∂ys
,

because ωα|V×V = 0. We want to prove that ωα = dxidpαi for some functions

pαi (xj , yr).

dxi ∧ dpαi = dxi ∧
(
∂pαi
∂xj

dxj +
∂pαi
∂yr

dyr

)
=
∂pαi
∂xj

dxi ∧ dxj +
∂pαi
∂yr

dxi ∧ dyr

=
1

2

(
∂pαi
∂xj
−
∂pαj
∂xi

)
dxi ∧ dxj +

∂pαi
∂yr

dxi ∧ dyr .

Hence, (xi, pαi ) are Darboux coordinates if, and only if, the following conditions hold:

∂fαj
∂xi
− ∂fαi
∂xj

=
∂pαi
∂xj
−
∂pαj
∂xi

,

∂gαr

∂xi
− ∂fαi
∂yr

=
∂pαi
∂yr

.

(5.1)

We will prove that we can define pαi as

pαi = −fαi +

∫ 1

0

∑
r

∂gαr

∂xi
(x1, . . . , xn, ty1, . . . , tynk)yrdt ,

fulfilling conditions (5.1). First of all, we have that

∂pαi
∂xj

= −∂f
α
i

∂xj
+

∫ 1

0

∑
r

∂2gαr

∂xi∂xj
(x, ty)yrdt ,
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and hence,

∂pαi
∂xj
−
∂pαj
∂xi

= −∂f
α
i

∂xj
+
∂fαj
∂xi

+

∫ 1

0

∑
r

(
∂2gαr

∂xi∂xj
− ∂2gαr

∂xj∂xi

)
(x, ty)yrdt =

∂fαj
∂xi
− ∂f

α
i

∂xj
.

On the other hand,

∂pαi
∂yr

= −∂f
α
i

∂yr
+

∫ 1

0

∂gαr

∂xi
(x, ty)dt+

∫ 1

0

∑
r,s

∂2gαr

∂xi∂ys
(x, ty)tyrdt

= −∂f
α
i

∂yr
+

∂

∂xi

∫ 1

0

(
gαr(x, ty) +

∑
r,s

∂gαr

∂ys
(x, ty)tyr

)
dt

= −∂f
α
i

∂yr
+

∂

∂xi

∫ 1

0

d

dt

(
gαr(x, ty)t

)
dt

= −∂f
α
i

∂yr
+

∂

∂xi

[
gαr(x, ty)t

]t=1

t=0

= −∂f
α
i

∂yr
+
∂gαr

∂xi
.

An alternative proof of this Theorem can be found in [6].

Example 5.2.3 (Canonical model for k-symplectic manifolds). Let Q be a smooth

n-manifold with local coordinates (qi) and consider the direct sum

⊕kT∗Q = T∗Q⊕Q
(k)
· · · ⊕Q T∗Q ,

with natural projections

πα : ⊕k T∗Q→ T∗Q , π1
Q : ⊕k T∗Q→ Q .

In the same way as in the case of the cotangent bundle, a local chart (U ; qi) in Q

induces a natural chart
(
(π1
Q)−1(U); qi, pαi

)
in ⊕kT∗Q.

Consider the canonical forms in the cotangent bundle θ ∈ Ω1(T∗Q) and ω =

−dθ ∈ Ω2(T∗Q). Hence, the direct sum ⊕kT∗Q has the canonical forms

θα = (πα)∗θ , ωα = (πα)∗ω = −(πα)∗dθ = −dθα ,

which in natural coordinates read

θα = pαi dqi , ωα = dqi ∧ dpαi .

Taking all this into account, the triple (⊕kT∗Q,ωα, V ), with V = ker Tπ1
Q, is a

k-symplectic manifold. Notice that the natural coordinates (qi, pαi ) in ⊕kT∗Q are

Darboux coordinates.
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5.3 k-symplectic Hamiltonian systems

Definition 5.3.1. A k-symplectic Hamiltonian system is a family (M,ωα, V,H),

where (M,ωα, V ) is a k-symplectic manifold and H ∈ C∞(M) is a function called

the Hamiltonian function.

Given a k-symplectic Hamiltonian system (M,ωα, V,H), we can define the vector

bundle morphism [ : ⊕k TM → T∗M as

[(v1, . . . , vk) = i(vα)ωα . (5.2)

This morphism induces a morphism of C∞(M)-modules [ : Xk(M)→ Ω1(M).

Remark 5.3.2. The morphism [ is surjective.

Definition 5.3.3. A k-vector field X = (X1, . . . , Xk) ∈ Xk(M) is a k-symplectic

Hamiltonian k-vector field of a k-symplectic Hamiltonian system (M,ωα, V,H)

if it is a solution to

[(X) = i(Xα)ωα = dH , (5.3)

called the k-symplectic Hamiltonian equation. The set of k-symplectic Hamilto-

nian k-vector fields is denoted by XkH(M).

Notice that the surjectivity of the morphism [ ensures the existence of solutions

to equation (5.3). However, in general, we do not have uniqueness of solutions. In

fact, if X is a solution to (5.3), any element of the set X + ker [ is also a solution.

Consider a k-symplectic Hamiltonian system (M,ωα, V,H) with Darboux coor-

dinates (qi, pαi ) and a k-vector field X = (X1, . . . , Xk) locally given by

Xα = (Xα)i
∂

∂qi
+ (Xα)βi

∂

∂pβi
.

Then, equation (5.3) reads 
∂H

∂qi
= −

k∑
β=1

(Xβ)βi ,

∂H

∂pαi
= (Xα)i .

(5.4)

Theorem 5.3.4. Let (M,ωα, V,H) be a k-symplectic Hamiltonian system and X =

(X1, . . . , Xk) ∈ XkH(M) an integrable vector field solution to (5.3). If φ : Rk →M is

an integral section of X, with local expression φ(t) = (φi(t), φiα(t)), t ∈ Rk, then φ is

a solution to

i(φ′α)ωα = dH ◦ φ , (5.5)

called Hamilton–De Donder–Weyl equation.
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In local coordinates, equation (5.5) is equivalent to the system of partial differ-

ential equations 
∂H

∂qi

∣∣∣∣
φ(t)

= −
k∑

β=1

∂φβi
∂tβ

∣∣∣∣∣
t

,

∂H

∂pαi

∣∣∣∣
φ(t)

=
∂φi

∂tα

∣∣∣∣
t

.

5.4 Lagrangian formalism for autonomous field

theories

Let Q be a smooth n-dimensional manifold with coordinates (qi). Consider the

tangent bundle of k-velocities ⊕kTQ with natural coordinates (qi, vαi ).

Definition 5.4.1. The vertical α-th lift (uq)
α of a vector uq ∈ TqQ is defined as

(uq)
α(v1q, . . . , vkq) =

d

ds
(v1q, . . . , vα−1q, vαq + suq, vα+1q, . . . , vkq)

∣∣∣∣
s=0

,

where v = (v1q, . . . , vkq) ∈ ⊕kTQ.

In local coordinates, if vq = ai
∂

∂qi

∣∣∣∣
q

, then (uq)
α = ai

∂

∂viα

∣∣∣∣
v

.

Definition 5.4.2. The canonical k-tangent structure on ⊕kTQ is the set (J1, . . . , Jk)

of (1,1)-tensors in ⊕kTQ given by

Jα(v)(Zv) = (TvτQ(Zv))
α ,

where Zv ∈ Tv(⊕kTQ) and v = (v1q, . . . , vkq) ∈ ⊕kTQ.

In local coordinates, we have

Jα =
∂

∂viα
⊗ dqi .

Definition 5.4.3. Consider the vector fields ∆α ∈ X(⊕kTQ) infinitesimal generators

of the flows

R×⊕kTQ −→ ⊕kTQ

(s, (v1q, . . . , vkq)) 7−→ (v1q, . . . , vα−1q, e
s vαq, vα+1q, . . . , vkq) .

The Liouville vector field is ∆ =
∑
α ∆α.
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In local coordinates,

∆α =
∑
i

viα
∂

∂viα
, ∆ = viα

∂

∂viα
.

Definition 5.4.4. A k-vector field X = (X1 . . . , Xk) ∈ Xk(⊕kTQ) is a second

order partial differential equation (sopde for short) if Jα(Xα) = ∆.

A sopde X = (X1 . . . , Xk) is locally given by

Xα = viα
∂

∂qi
+ (Xα)iβ

∂

∂viβ
.

Definition 5.4.5. Consider a map φ : Rk → Q and let φ′ be its first prolongation to

⊕kTQ. The map φ′ is said to be holonomic.

In local coordinates,

φ′(t) =

(
φi(t),

∂φi

∂tα
(t)

)
.

Proposition 5.4.6. Let X = (X1, . . . , Xk) be an integrable sopde with local expres-

sion

Xα = viα
∂

∂qi
+ (Xα)iβ

∂

∂viβ
.

If ψ : Rk → ⊕kTQ is an integral section of X, then ψ = φ′, where φ is the first

prolongation of the map φ = τ1
Q ◦ψ : Rk → Q, τ1

Q : ⊕k TQ→ Q is the canonical pro-

jection, and φ is a solution of the system of second order partial differential equations

∂2ψi

∂tα∂tβ
(t) = (Xα)iβ(ψ(t)) . (5.6)

Conversely, if φ : Rk → Q is a map satisfying conditions (5.6), then φ′ is an integral

section of X = (X1, . . . , Xk).

Remark 5.4.7. If X = (Xα) is an integrable sopde, the proposition above implies

that (Xα)iβ = (Xβ)iα.

Definition 5.4.8. A Lagrangian function is a function L : ⊕k TQ → R. The

Lagrangian energy associated to L is EL = ∆(L)− L ∈ C∞(⊕kTQ).

The Cartan forms associated to L are

θαL =
t
Jα ◦ dL ∈ Ω1(⊕kTQ) , ωαL = −dθαL ∈ Ω2(⊕kTQ) .
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Taking coordinates (qi, viα) in ⊕kTQ, we have

EL = viα
∂L

∂viα
− L ,

θαL =
∂L

∂viα
dqi ,

ωαL = − ∂2L

∂qj∂viα
dqj ∧ dqi − ∂2L

∂vjβ∂v
i
α

dvjβ ∧ dqi .

Now, taking into account Definition 1.3.5, we can define

Definition 5.4.9. The Legendre map of L is its fibre derivative FL : ⊕k TQ →
⊕kT∗Q.

In local coordinates,

FL(qi, viα) =

(
qi,

∂L

∂viα

)
.

Definition 5.4.10. A Lagrangian function L ∈ C∞(⊕kTQ) is said to be regular if

the following equivalent conditions hold:

(1) The matrix

(
∂2L

∂viα∂v
j
β

)
is everywhere nonsingular.

(2) The second fibre derivative F2L : ⊕k TQ → ⊕kT∗Q ⊗ ⊕kT∗Q is everywhere

nonsingular.

(3) The Legendre map FL is a local diffeomorphism.

(4) The family (⊕kTQ,ωαL, V = ker Tτ1
Q) is a k-symplectic manifold.

Otherwise, the Lagrangian L is singular. The Lagrangian L is hyperregular if the

Legendre map FL is a global diffeomorphism.

Definition 5.4.11. A singular Lagrangian L is almost-regular if

(1) P = FL(⊕kTQ) ⊆ ⊕kT∗Q is a closed submanifold.

(2) The Legendre map FL is a submersion onto its image.

(3) The fibres FL−1(p) are connected submanifolds of ⊕kTQ, for every p ∈ P.

Then, (⊕kTQ,ωαL, EL) is a k-symplectic or k-presymplectic Hamiltonian system,

depending on the regularity of the Lagrangian function L.

Definition 5.4.12. Consider the Lagrangian function L ∈ C∞(⊕kTQ) and its asso-

ciated Hamiltonian system (⊕kTQ,ωαL, EL). A k-vector field X = (X1, . . . , Xk) ∈
Xk(⊕kTQ) is a k-symplectic Lagrangian k-vector field if it is a solution to the

k-symplectic Lagrangian equation

i(Xα)ωαL = dEL . (5.7)
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We will denote by XkL(⊕kTQ) the set of k-symplectic Lagrangian k-vector fields.

Consider a k-vector field X = (Xα) ∈ Xk(⊕kTQ) with local expression

Xα = (Xα)i
∂

∂qi
+ (Xα)iβ

∂

∂viβ
.

Then, equation (5.7) reads(
∂2L

∂qi∂vjα
− ∂2L

∂qj∂viα

)
(Xα)j − ∂2L

∂viα∂v
j
β

(Xα)jβ = vjα
∂2L

∂qi∂vjα
− ∂L

∂qi
,

∂2L

∂vjβ∂v
i
α

(Xα)i =
∂2L

∂vjβ∂v
i
α

viα .

If the Lagrangian L is regular, these equations become

∂2L

∂qj∂viα
vjα +

∂2L

∂viα∂v
j
β

(Xα)jβ =
∂L

∂qi
,

(Xα)i = viα .

Hence, we can state the following theorem:

Theorem 5.4.13. Consider a Lagrangian L ∈ C∞(⊕kTQ) and let X = (X1, . . . , Xk) ∈
XkL(⊕kTQ). Then,

(1) If the Lagrangian L is regular, X is a sopde. Moreover, if ψ : Rk → ⊕kTQ

is an integral section of X, the map φ = τ1
Q ◦ ψ : Rk → Q is a solution to the

Euler–Lagrange field equations

∂

∂tα

∣∣∣∣
t

(
∂L

∂viα

∣∣∣∣
φ′(t)

)
=
∂L

∂qi

∣∣∣∣
φ′(t)

. (5.8)

(2) If X = (X1, . . . , Xk) is integrable and φ′ : Rk → ⊕kTQ is an integral section of

X, then φ : Rk → Q is a solution to the Euler–Lagrange field equations (5.8).

5.5 k-cosymplectic geometry

k-cosymplectic geometry is the natural geometric framework to deal with nonau-

tonomous Hamiltonian and Lagrangian field theories. In this section we will define

the concept of k-cosymplectic manifold and Reeb vector fields. We will also state the

Darboux theorem for k-cosymplectic manifolds, which says that every k-cosymplectic

manifold is locally diffeomorphic to Rk ×⊕kT∗Q. See [50, 56].

Definition 5.5.1. Consider a smooth manifold M of dimension m = k(n+1)+n. A

k-cosymplectic structure on M is a family (ηα, ωα, V ), where α = 1, . . . , k, ηα ∈
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Ω1(M) are closed 1-forms, ωα ∈ Ω2(M) are closed 2-forms and V is an integrable

nk-dimensional distribution on M satisfying

(1) η1 ∧ · · · ∧ ηk 6= 0, ηα|V = 0, ωα|V×V = 0,

(2) (
⋂
α ker ηα) ∩ (

⋂
α kerωα) = {0},

(3) dim (
⋂
α kerωα) = k.

Under these hypotheses, (M,ηα, ωα, V ) is a k-cosymplectic manifold.

Remark 5.5.2. In particular, if k = 1, then dimM = 2n + 1 and (M,η1, ω1) is a

cosymplectic manifold.

Proposition 5.5.3. Let (M,ηα, ωα, V ) be a k-cosymplectic manifold. There exist a

unique family of k vector fields Rα ∈ X(M) such that{
i(Rα)ηβ = δβα ,

i(Rα)ωβ = 0 .

These vector fields are called Reeb vector fields.

The following theorem is the k-cosymplectic counterpart of Theorem 5.2.2. A

proof of this theorem can be found in [50].

Theorem 5.5.4 (Darboux Theorem for k-cosymplectic manifolds). Consider a k-

cosymplectic manifold (M,ηα, ωα, V ) of dimension m = k(n+ 1) + n. Then, around

every point of M , there exists local coordinates (tα, qi, pαi ), with 1 ≤ α ≤ k, 1 ≤ i ≤ n,

such that

ηα = dtα , ωα = dqi ∧ dpαi , V =

〈
∂

∂pαi

〉
.

These coordinates are called Darboux or canonical coordinates of the k-cosymplectic

manifold M .

Taking Darboux coordinates, the Reeb vector fields are

Rα =
∂

∂tα
.

Let (M,ηα, ωα, V ) be a k-cosymplectic manifold. We can define the vector bundle

morphisms

[̃ : ⊕k TM → ⊕kT∗M

given by [̃(v) =
(
i(v1)ω1 + (i(v1)η1)η1, . . . , i(vk)ωk + (i(vk)ηk)ηk

)
, and

[ : ⊕k TM → T∗M (5.9)

defined by [(v) =
∑
α (i(vα)ωα + (i(vα)ηα)ηα), where v = (v1, . . . , vk) ∈ ⊕kTM .

Remark 5.5.5. Notice that [ = tr([̃), and hence in the case k = 1, we have that

[ = [̃, which is the [ morphism defined for cosymplectic manifolds.
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Trivial k-cosymplectic manifolds

Let (N,$1, . . . , $k,V) be a k-symplectic manifold of dimension n(k + 1). Consider

now the product manifold M = Rk ×N and the canonical projections

πRk : Rk ×N → Rk , πN : Rk ×N → N .

We can define the differential forms

ηα = π∗Rk(dtα) ∈ Ω1(M) , ωα = π∗N$
α ∈ Ω2(M) ,

where (tα) are the canonical coordinates in Rk. On the other hand, the distribution

V in N defines a distribution V in M = Rk × N in a natural way. Notice that all

conditions in Definition 5.5.1 are fulfilled and hence (M,ηα, ωα, V ) is a k-cosymplectic

manifold.

Taking into account the previous example, the simplest model of k-cosymplectic

manifold is the so called stable cotangent bundle of k1-covelocities of an n-

dimensional smooth manifold Q, denoted by Rk × ⊕kT∗Q, where ⊕kT∗Q is the

Whitney sum of k copies of the cotangent bundle of Q, i.e. ⊕kT∗Q = T∗Q⊕Q
(k)
· · ·⊕Q

T∗Q. Thus, the elements of Rk × ⊕kT∗Q are of the form (t, ν1q, . . . , νkq) where

t ∈ Rk, q ∈ Q and ναq ∈ T∗qQ.

The following diagram summarizes the projections we will use from now on:

Rk × (T 1
k )∗Q

π2 //

(πQ)1

$$

(πQ)1,0

��

π1

{{

πα1

��

πα2

&&
(T 1
k )∗Q

πk,α //

πk

��

T ∗Q

π

||
R Rkπαoo Rk ×Q

πRkoo πQ // Q

If (qi), 1 ≤ i ≤ n, is a local coordinate system defined on an open subset U ⊂ Q, the

induced local coordinates (tα, qi, pαi ), 1 ≤ α ≤ k, on Rk × ⊕kT∗U = ((πQ)1)−1(U)

given by

tα(t, ν1q, . . . , νkq) = tα(t) = tα ,

qi(t, ν1q, . . . , νkq) = qi(q) ,

pαi (t, ν1q, . . . , νkq) = ναq

(
∂

∂qi

∣∣∣∣
q

)
.

Hence, Rk × ⊕kT∗Q is endowed with a k-cosymplectic structure and thus it is a
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k-cosymplectic manifold of dimension k + n(k + 1). This manifold has the structure

of a vector bundle over Q with the projection (πQ)1.

On Rk ×⊕kT∗Q we can define the family of canonical forms

ηα = (πα1 )∗dt , θα = (πα2 )∗θ , ωα = (πα2 )∗ω ,

with 1 ≤ α ≤ k, being πα1 : Rk × ⊕kT∗Q → R and πα2 : Rk × ⊕kT∗Q → T∗Q the

projections given by

πα1 (t, ν1q, . . . , νkq) = tα , πα2 (t, ν1q, . . . , νkq) = ναq ,

and θ and ω are the canonical Liouville and symplectic forms on T∗Q respectively.

Notice that, since ω = −dθ, we have that ωα = −dθα.

Considering the local coordinate system (tα, qi, pαi ) on Rk×⊕kT∗Q, the canonical

forms ηα, θα and ωα have local expressions

ηα = dtα , θα = pαi dqi , ωα = dqi ∧ dpαi .

In addition, consider the distribution V = ker T(πQ)1,0. In local coordinates, the

forms ηα and ωα are closed and satisfy the relations

(1) dt1 ∧ · · · ∧ dtk 6= 0, dtα|V = 0, ωα|V×V = 0,

(2) (
⋂
α ker dtα) ∩ (

⋂
α kerωα) = {0},

(3) dim (
⋂
α kerωα) = k.

Remark 5.5.6. Notice that the canonical forms on ⊕kT∗Q and Rk × ⊕kT∗Q are

(π̄2)∗-related.

5.6 k-cosymplectic Hamiltonian systems

Definition 5.6.1. Consider a k-cosymplectic manifold (M,ηα, ωα, V ) and let γ ∈
Ω1(M) be a closed 1-form on M , which will be called the Hamiltonian 1-form.

The family (M,ηα, ωα, V, γ) is a k-cosymplectic Hamiltonian system.

A k-vector field X = (X1, . . . , Xk) ∈ Xk(M) is a k-cosymplectic Hamiltonian

k-vector field if it is a solution to the system of equations{
i(Xα)ωα = γ − γ(Rα)ηα ,

i(Xα)ηβ = δβα .
(5.10)

We will denote by XkH(M) the set of k-cosymplectic Hamiltonian k-vector fields on

M .

Remark 5.6.2. Notice that in the case k = 1 we recover the equation of motion for

a cosymplectic Hamiltonian system [29, 48].
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As the Hamiltonian 1-form γ is closed, by Poincaré’s Lemma, there exists a local

function H such that γ = dH. Using the [ morphism defined in (5.9), we can rewrite

equations (5.10) as {
[(X) = γ + (1− γ(Rα))ηα ,

i(Xα)ηβ = δβα

for a k-vector field X = (X1, . . . , Xk) ∈ Xk(M). Consider now an arbitrary k-vector

field X = (X1, . . . , Xk) with local expression

Xα = (Xα)β
∂

∂tβ
+ (Xα)i

∂

∂qi
+ (Xα)βi

∂

∂pβi
.

Imposing equations (5.10), we obtain the relations

(Xα)β = δβα ,

∂H

∂pαi
= (Xα)i ,

∂H

∂qi
= −

k∑
α=1

(Xα)αi .

(5.11)

Notice that these conditions do not depend on the Reeb vector fields. However, we

need Reeb vector fields to write the equations.

Consider the map Rk → Rk ×⊕kT∗Q given by ψ(t) = (ψα(t), ψi(t), ψαi (t)). If ψ

is an integral section of the k-vector field X, from (5.11), we have that ψ has to be

a solution to the so called k-cosymplectic Hamiltonian field equations
∂H

∂qi
= −

k∑
α=1

∂ψαi
∂tα

,

∂H

∂pαi
=
∂ψi

∂tα
.

5.7 Lagrangian formalism for nonautonomous field

theories

Consider the phase space Rk×⊕kTQ endowed with canonical coordinates (tα, qi, viα).

The canonical structures Jα and the Liouville vector field ∆ introduced in Definitions

5.4.2 and 5.4.3 can be trivially extended from ⊕kTQ to Rk × ⊕kTQ. Their local

expressions remain the same:

Jα =
∂

∂viα
, ∆ = viα

∂

∂viα
.

Using these structures, we can define
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Definition 5.7.1. A k-vector field X = (X1, . . . , Xk) ∈ Xk(Rk×⊕kTQ) is a second

order partial differential equation (sopde) if the following conditions hold:

(1) Jα(Xα) = ∆,

(2) i(Xα)dtβ = δβα.

If X = (X1, . . . , Xk) is a sopde, then it has local expression

Xα =
∂

∂tα
+ viα

∂

∂qi
+ (Xα)iβ

∂

∂viβ
.

Definition 5.7.2. Consider the map φ : Rk → Q. Its first prolongation is the

map ψ′ : Rk → Rk ×⊕kTQ given by

φ′(t) =
(
t, j1

0φt
)
≡
(
t,Ttφ

(
∂

∂t1

∣∣∣∣
t

)
, . . . ,Ttφ

(
∂

∂tk

∣∣∣∣
t

))
.

The map φ′ is said to be holonomic and its local expression is

φ′(t1, . . . , tk) =

(
t1, . . . , tk, φi(t),

∂φi

∂tα
(t)

)
Proposition 5.7.3. Let X = (X1, . . . , Xk) ∈ Xk(M) be an integrable sopde and

consider the map ψ : Rk → Rk ×⊕kTQ given by ψ(t) = (ψα(t), ψi(t), ψiα(t)). Then,

ψ is an integral section of X if, and only if, the following conditions hold:
ψα(t) = tα ,

ψiα(t) =
∂ψi

∂tα
(t) ,

∂2ψi

∂tα∂tβ
(t) = (Xα)iβ(ψ(t)) .

In this case, ψ is a holonomic section of X.

Notice that if X = (X1, . . . , Xk) is integrable, from the previous proposition, we

deduce that (Xα)iβ = (Xβ)iα.

Definition 5.7.4. A Lagrangian function on Rk × ⊕kTQ is a function L ∈
C∞(Rk×⊕kTQ). Its associated Lagrangian energy is the function EL = ∆(L)−L.

The Cartan forms associated to the Lagrangian L are

θαL =
t
Jα ◦ dL ∈ Ω1(Rk ×⊕kTQ) ,

ωαL = −dθαL ∈ Ω2(Rk ×⊕kTQ) .
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Taking coordinates (tα, qi, viα) in Rk,⊕kTQ, we have

EL = viα
∂L

∂viα
− L ,

θαL =
∂L

∂viα
dqi ,

ωαL = − ∂2L

∂tβ∂viα
dtβ ∧ dqi − ∂2L

∂qj∂viα
dqj ∧ dqi − ∂2L

∂vjβ∂v
i
α

dvjβ ∧ dqi .

Definition 5.7.5. A Lagrangian function L ∈ C∞(Rk × ⊕kTQ) is regular if the

matrix (
∂2L

∂viα∂v
j
β

)
is invertible. Otherwise, the Lagrangian is singular.

Proposition 5.7.6. Consider a Lagrangian L ∈ C∞(Rk × ⊕kTQ). Then, L is

regular if, and only if (dtα, ωαL, V = ker T(πRk)1,0) is a k-cosymplectic structure on

Rk ×⊕kTQ.

Definition 5.7.7. A k-vector field X = (X1, . . . , Xk) ∈ Xk(Rk×⊕kTQ) is called a k-

cosymplectic Lagrangian k-vector field if it is a solution to the k-cosymplectic

Lagrangian equations i(Xα)ωαL = dEL +
∂L

∂tα
dtα ,

i(Xα)dtβ = δβα .
(5.12)

We will denote by XkL(Rk × ⊕kTQ) the set of k-cosymplectic Lagrangian k-vector

fields.

Remark 5.7.8. Notice that if the Lagrangian L is regular, (Rk×⊕kTQ,dtα, ωαL, V )

is a k-cosymplectic manifold. Denote by RLα its corresponding Reeb vector fields.

Hence, we can rewrite equations (5.12) as{
i(Xα)ωαL = dEL +RLα(L)dtα ,

i(Xα)dtβ = δβα .
(5.13)

If X = (X1, . . . , Xk) ∈ Xk(Rk×⊕kTQ) is an integrable sopde solution to (5.13),

its integral sections are solutions to the Euler–Lagrange equations for the La-

grangian L:
∂2L

∂tα∂viα
+

∂2L

∂qj∂viα

∂ψj

∂tα
+

∂2L

∂vjβ∂v
i
α

∂2ψj

∂tα∂tβ
=
∂L

∂qi
.

Remark 5.7.9. In the Hamiltonian framework, we saw that the Reeb vector fields

appear in the equations but not in the solutions. In the Lagrangian framework we
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can go one step further and write equations (5.13) without using the Reeb vector

fields [18]. Consider the Poincaré-Cartan 1-forms:

Θα
L = θαL + (δαβL−∆α

β(L))dtβ ,

where ∆α
β = viβ

∂

∂viα
. Defining Ωα = −dΘα, equations (5.13) become

{
i(Xα)ΩαL = (k − 1)dL ,

i(Xα)dtβ = δβα ,

which are equivalent to (5.12).

Definition 5.7.10. The Legendre map of a Lagrangian function L ∈ C∞(Rk ×
⊕kTQ) is its fibre derivative FL : Rk ×⊕kTQ→ Rk ×⊕kT∗Q.

Taking coordinates (tα, qi, viα) in Rk ×⊕kTQ,

FL(tα, qi, viα) =

(
tα, qi,

∂L

∂viα

)
.

Notice that using the Legendre map FL, we can redefine the Cartan forms as θαL =

FL∗θα and ωαL = FL∗ωα.

Proposition 5.7.11. The Lagrangian L is regular if, and only if, the Legendre map

FL is a local diffeomorphism.

Definition 5.7.12. If the Legendre map FL is a global diffeomorphism, the La-

gragian function L is said to be hyperregular. A singular Lagrangian is almost-

regular if the following conditions are satisfied:

(1) P = FL(Rk ×⊕kTQ) ⊂ Rk ×⊕kT∗Q is a closed submanifold.

(2) The Legendre map FL is a submersion onto its image.

(3) The fibres FL−1(FL(v)) ⊂ Rk × ⊕kTQ are connected submanifolds for every

v ∈ Rk ×⊕kTQ.
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Chapter 6

Constraint algorithms for

singular field theories

This chapter is devoted to the study of constraint algorithms to deal with field the-

ories described by singular Lagrangian functions. In Section 6.1 we review the con-

straint algorithm for singular autonomous field theories introduced in [85]. We begin

by defining the notion of k-presymplectic manifold, which is a weakened version

of the definition of k-symplectic manifold. We also prove a Darboux theorem for k-

presymplectic manifolds. Then the constraint algorithm for singular autonomous field

theories is summarized. In Section 6.2 we introduce the concept of k-precosymplectic

manifold as a weakened version of the notion of k-cosymplectic manifold in order

to deal with nonautonomous field theories described by singular Lagrangian func-

tions. We also prove the existence of a family of global Reeb vector fields for k-

precosymplectic manifolds, although this family will not be unique. In Section 6.3

we generalize the constraint algorithm described in [85] in order to deal with nonau-

tonomous field theories. Finally, in Section 6.4 we analyze several examples of field

theories described by singular Lagrangians and apply the constraint algorithm to

both their Lagrangian and Hamiltonian formulations. See [92].

6.1 The constraint algorithm for autonomous sin-

gular field theories

In this section we will review the constraint algorithm for k-presymplectic Hamilto-

nian systems developed in [85]. When dealing with field theories defined by singular

Lagrangians, we have to weaken some condition in Definition 5.2.1, because the Car-

tan forms defined in 5.4.8 do not constitute a k-symplectic structure in ⊕kTQ. This

motivates the following definition:

Definition 6.1.1. A family (ω1, . . . , ωk), of closed 2-forms in a manifold M is a

k-presymplectic structure on M . Then (M,ω1, . . . , ωk) is a k-presymplectic

manifold.

73
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Remark 6.1.2. Notice that in the particular case k = 1 we recover the definition

of presymplectic manifold. See [55, 79, 80, 114] for more details in presymplectic

mechanics.

The following theorem states that, in certain cases, we have Darboux-type coor-

dinates in a k-presymplectic manifold.

Theorem 6.1.3 (Darboux Theorem for k-presymplectic manifold). Consider a k-

presymplectic manifold (M,ωα) with rankωα = 2rα and dimM = m = nk−
∑
α rα−d

equipped with a nk-dimensional integrable distribution V such that

ωα|V×V = 0 .

Then, around every point p ∈M , there exist a local chart (U, qi, pαiα , z
j) such that

ωα|U = dqiα ∧ dpαiα , V |U =

〈
∂

∂pαiα
,
∂

∂zj

〉
,

(
k⋂

α=1

kerωα

)∣∣∣∣∣
U

=

〈
∂

∂zj

〉
.

Proof. First, notice that, denoting by K the distribution generated by
⋂k
α=1 kerωα,

we have that K ⊂ V . Let d = rankK. Let us show that this distribution K is

involutive. Consider X,Y ∈ K. Then,

i([X,Y ])ωα = (LX ◦ iY − iY ◦LX)ωα = −iY LXω
α = −iY (iXdωα + diXω

α) = 0 .

As the distribution K is involutive, its integral submanifolds give a foliation in M .

Then, for every p ∈ M , we can take a local chart of coordinates adapted to this

foliation

(U, u`, zj) , 1 ≤ ` ≤ n+
∑
α

rα = n(k + 1)−m− d ,

that is, (zj) are local coordinates in the leaves, and such that(
k⋂

α=1

kerωα

)∣∣∣∣∣
U

=

〈
∂

∂zj

〉
. (6.1)

Now, consider the quotient M̃ = M/K, which we assume to be a smooth manifold

(if this hypothesis does not hold, we can do a local reasoning on the local chart U ,

taking the distribution given by (6.1) as K) and the natural projection τ : M → M̃ .

As K ⊂ V and V is involutive, the closed 2-forms ωα are τ -projectable to closed

forms ω̃α ∈ Ω2(M̃), and the distribution V restricts to a r-dimensional integrable

distribution Ṽ in M̃ , where r =
∑
α rα, in such a way that,

ω̃α|Ṽ×Ṽ = 0 ,

k⋂
α=1

ker ω̃α = {0} .
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At this point, we can adapt the proof of Theorem 5.2.2 to this situation, with the

only difference that, now, the forms ω̃α do not have the same rank (equal to 2n).

The final consequence is that, for τ(p) = p̃ we have a local chart of coordinates

(Ũ , q̃iα , p̃αiα) , iα ∈ Iα ⊆ {1, . . . , n} , |Iα| = rα , 1 ≤ α ≤ n ,

where Ũ = τ(U), such that

ω̃α|Ũ = dq̃iα ∧ dp̃αiα , Ṽ
∣∣∣
Ũ

=

〈
∂

∂p̃αiα

〉
.

Therefore, in U we can take coordinates (u`) = (qi, pαiα), with qi = q̃i ◦ τ and

pαiα = p̃αiα◦τ , and the chart (U, qi, pαiα , z
j) verifies the conditions given in the statement

of the theorem.

Definition 6.1.4. A k-presymplectic Hamiltonian system is a family (M,ωα, H)

where (M,ωα) is a k-presymplectic manifold and H ∈ C∞(M) is the Hamiltonian

function.

Definition 6.1.5. Consider a k-presymplectic manifold (M,ωα, H). Let X = (Xα) ∈
Xk(M) be a k-vector field in M . X is said to be a k-presymplectic Hamiltonian

k-vector field if it is a solution to the geometric field equation

i(Xα)ωα = dH . (6.2)

Notice that in the k-presymplectic setting the existence of solutions to equation

(6.2) is not assured everywhere in M . In what follows, we will see how to obtain

a submanifold of M where we can ensure the existence of solutions tangent to this

submanifold.

Given a k-presymplectic Hamiltonian system, we want to find a submanifold C

of M and integrable k-vector fields X = (X1, . . . , Xk) ∈ Xk(M) such that

i(Xα)ωα = dH , (on C)

and such that the k-vector field X is tangent to the submanifold C (i.e., the vector

fields Xα are tangent to the submanifold C).

Given a submanifold C ⊂M , with natural embedding jC : C ↪→M , consider the

natural extension of jC to the k-tangent bundles,

T kjC : ⊕k TC → ⊕kTM ,

and denote by ⊕kTC = TkjC(⊕kTC).

Definition 6.1.6. The k-presymplectic orthogonal complement of ⊕kTC in
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⊕kTM is the anihilator of the image of ⊕kTC by the flat morphism defined in (5.2):

(TC)⊥ =
[
[(⊕kTC)

]0
=
{
up ∈ TM | ∀(v1p, . . . , vkp) ∈ ⊕kTC ,

〈
i(vαp)ω

α
p , up

〉}
.

Remark 6.1.7. In the particular case C = M , we have that

(TM)⊥ =
{
up ∈ TM | up ∈ ∩α kerωαp

}
.

The following theorem is the main result that we need to define the constraint

algorithm:

Theorem 6.1.8. Consider a submanifold C ⊂M . The following two conditions are

equivalent:

• there exists a k-vector field X = (X1, . . . , Xk) ∈ Xk(M), tangent to C, such

that equation (6.2) holds.

• i(Yp)dpH = 0 for every p ∈ C and Yp ∈ (TpC)⊥.

This last theorem allows us to define an algorithmic procedure which gives a

sequence of subsets

· · · ⊂ Cj ⊂ · · · ⊂ C2 ⊂ C1 ⊂M.

We will assume that every subset Cj in the above sequence is a regular submanifold

of M . We begin by defining the submanifold C1 as the submanifold of M where

equation (6.2) is consistent:

C1 = {p ∈M | ∃Xp such that i(Xαp)ω
α
p = dpH} .

Hence, there exist k-vector field X on the submanifold C1 which are solutions to

equation (6.2) on C1. Nevertheless, in general, these k-vector fields may not be

tangent to C1. Hence, we need to consider the submanifold

C2 = {p ∈ C1 | ∃Xp ∈ ⊕kTC such that i(Xαp)ω
α
p = dpH} ,

and so on. Following this method, we obtain a sequence of constraint submanifolds

· · · ↪→ Cj ↪→ · · · ↪→ C2 ↪→ C1 ↪→M.

Now, considering Theorem 6.1.8, each constraint submanifold Cj , called the j-th

constraint submanifold, can be defined as

Cj = {p ∈ Cj−1 | i(Yp)dpH = 0 for every Yp ∈ (TpCj−1)⊥} .

Denoting by X(Cj)
⊥ the set of vector fields Y ∈ X(M) such that Yp ∈ (TpCj)

⊥, one

can obtain constraint function ξµ defining each Cj from a local basis {Z1, . . . , Zr} of

vector fields of X(Cj−1)⊥ by setting ξµ = i(Zµ)dH. This procedure, known as the

k-presymplectic constraint algorithm, can be summarized as follows:
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(1) obtain a local basis {Z1, . . . , Zr} of vector fields of ∩α kerωα ,

(2) apply Theorem 6.1.8 to obtain a set of independent constraint functions ξµ =

i(Zµ)dH defining the first constraint submanifold C1 ↪→M ,

(3) compute the solutions X = (Xα) to equation (6.2) on the submanifold C1,

(4) impose the tangency condition of the vector fields X1, . . . , Xk to the submanifold

C1, i.e. Xα(ξµ) = 0,

(5) iterate the previous step until no new constraints appear.

When the previous algorithm finishes, we have two possibilities:

• The algorithm finishes with a submanifold Cj , with j > 0, such that Cj+1 =

Cj ≡ Cf , called the final constraint submanifold, with dimCj > 0. Then,

there exists a family of k-vector fields X = (Xα) in M , tangent to Cf , such

that equation (6.2) holds on Cf . This is the interesting case.

• The algorithm finishes with an empty set or a set of isolated points. This means

that equation (6.2) has no solution on a submanifold of M .

Remark 6.1.9. Notice that the k-presymplectic constraint algorithm described

above does not include the sopde condition. If we want our solutions to be sopdes,

we need to impose it as an extra requirement.

6.2 k-precosymplectic geometry

In the same way as k-presymplectic manifolds are a generalization of k-symplectic

manifolds that allows us to work with field theories described by singular Lagrangians,

we are now going to define the concept of k-precosymplectic manifold [92]:

Definition 6.2.1. Consider a smooth manifold M of dimension m = k(n+1)+n−`
(with 1 ≤ ` ≤ nk). A k-precosymplectic structure in M is a family (ηα, ωα, V ),

1 ≤ α ≤ k, where ηα ∈ Ω1(M) are closed 1-forms, ωα ∈ Ω2(M) are closed 2-forms

such that rankωα = 2rα, with 1 ≤ rα ≤ n, and V is an integrable nk-dimensional

distribution in M such that

(1) η1 ∧ · · · ∧ ηk 6= 0, ηα|V = 0, ωα|V×V = 0,

(2) dim
(⋂

α kerωαp
)
≥ k for every p ∈M .

A manifold M equipped with a k-precosymplectic structure is called a k-precosymplec-

tic manifold.

In particular, in the case k = 1, we have that dimM = 2n+ 1− ` and (M,η1, ω1)

is a precosymplectic manifold as is defined in [29, 101], and the so-called gauge

distribution is ker η1 ∩ kerω1.
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Example 6.2.2. Consider a k-presymplectic manifold (P,$α,V). Then, the product

manifold Rk×P equipped with the 1-forms ηα = τ∗dtα, where (tα) are the canonical

coordinates in Rk and τ is the natural projection Rk × P τ−→ Rk, and the 2-forms

ωα = π∗$α, where π is the natural projection Rk × P π−→ P . When describing the

constraint algorithm, we will ask our manifolds to be of this type in order to have

the problem well defined.

In Definition 6.2.1 we have imposed the existence of a distribution V because it

is this condition what ensures the existence of Darboux coordinates in the regular

case. It is still an open problem to fully characterize the conditions for the existence

of Darboux-type coordinates in the singular case. From now on, we will assume the

existence of Darboux coordinates around every point. For instance, the manifolds of

the form M = Rk×P , with P a k-presymplectic manifold, satisfies our requirements

(see previous example). In more detail, consider k-precosymplectic manifold M such

that rankωα = 2rα, with 1 ≤ rα ≤ n and define d = kn−
∑k
α=1 rα − `. We assume

the existence around every point p ∈ M of a local chart (Up; t
α, qi, pαiα , z

j), with

1 ≤ α ≤ k, 1 ≤ i ≤ n, iα ∈ Iα ⊆ {1, . . . , n}, |Iα| = rα and 1 ≤ j ≤ d, such that

ηα|Up = dtα ,

ωα|Up = dqiα ∧ dpαiα ,

V |Up =

〈
∂

∂pαiα
,
∂

∂zj

〉
,

and [(
k⋂

α=1

ker ηα

)
∩

(
k⋂

α=1

kerωα

)]∣∣∣∣∣
Up

=

〈
∂

∂zj

〉
.

In order to work with Hamilton’s equation, we need the Reeb vector fields Rα
defined in Proposition 5.5.3. In that proposition we already mentioned its existence

and uniqueness. In the following proposition we will prove their existence in the

k-precosymplectic case. However, we will see afterwards that they are not unique.

Proposition 6.2.3. Let (M,ηα, ωα, V ) be a k-precosymplectic manifold with Dar-

boux charts. Then, there exists a family of vector fields Y1, . . . , Yk ∈ X(M) such

that {
i(Yα)ωβ = 0 ,

i(Yα)ηβ = δβα .

Proof. Consider a partition of unity {(Uλ, ψλ)}λ∈Λ such that we have a Darboux

chart (Uλ; tαλ , q
i
λ, p

α
iα,λ

, zjλ) for every λ ∈ Λ. Consider now the vector fields

Y λα =
∂

∂tαλ
∈ X(Uλ) .
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These vector fields clearly satisfy{
i(Y λα )ωβ = 0 ,

i(Y λα )ηβ = δβα

on Uλ. Using the partition of unity introduced above, we can define global vector

fields

Ỹ λα (p) =

{
ψλ(p)Y λα (p) if p ∈ Uλ ,
0 if p /∈ Uλ .

Now we can construct global vector fields Yα =
∑
λ∈Λ Ỹ

λ
α satisfying{

i(Yα)ωβ = 0 ,

i(Yα)ηβ = δβα ,

for every α, β = 1, . . . , k.

These Reeb vector fields are not necessarily unique. In fact, the Reeb vector fields

can be written in Darboux coordinates as

Rα =
∂

∂tα
+Dj

α

∂

∂zj

for arbitrary functions Dj
α.

Remark 6.2.4. Nevertheless, sometimes one can impose some extra conditions that

determine the Reeb vector fields uniquely. Consider for instance the k-precosymplectic

manifold M = Rk ×P , where P is a k-presymplectic manifold. In this situation, the

canonical vector fields ∂/∂tα of Rk can be canonically lifted to the product manifold

Rk × P . These vector fields are also denoted by ∂/∂tα and are a family of Reeb

vector fields of the k-precosymplectic manifold Rk ×M .

6.3 Constraint algorithm for k-precosymplectic field

theories

This section is devoted to generalize the constraint algorithm for k-presymplectic

field theories developed in [85] to the case of singular k-cosymplectic field theories

[92]. Throughout this section we are considering k-precosymplectic manifolds of the

form M = Rk × P , where P is a k-presymplectic manifold. As we pointed out

in the previous section, these manifolds have Darboux-type coordinates and have

a uniquely defined collection of Reeb vector fields R1, . . . , Rk. This particular case

is in fact the most common case that arises when studying classical field theories

and applied mathematics. We will begin by defining the notion of k-precosymplectic

Hamiltonian system:



80 Xavier Rivas — Geometrical aspects of contact systems and field theories

Definition 6.3.1. Let (M,ηα, ωα, V ) be a k-precosymplectic manifold of the form

M = Rk × P , with P a k-presymplectic manifold, and γ ∈ Ω1(M) a closed 1-form.

Then the family (M,ηα, ωα, V, γ) is called a k-precosymplectic Hamiltonian sys-

tem and γ is called the Hamiltonian 1-form. Since γ is closed, by Poincaré’s

Lemma, γ = dH locally for some H ∈ C∞(U), U ⊂ M , called a local Hamilto-

nian function.

Definition 6.3.2. Let X = (X1, . . . , Xk) ∈ Xk(M) be a k-vector field in M . X is

said to be a k-precosymplectic Hamiltonian k-vector field if it is a solution to

the system {
i(Xα)ωα = γ − γ(Rα)ηα ,

i(Xα)ηβ = δβα .
(6.3)

The solutions to the field equations defined by the k-precosymplectic Hamiltonian

system (M,ηα, ωα, V, γ) are the integral sections of these k-precosymplectic Hamil-

tonian k-vector fields.

Remark 6.3.3. In the particular case k = 1 we recover the case of singular nonau-

tonomous mechanics studied in [29]. In this case, the Poincaré–Cartan 2-form Ω =

ω+γ∧η is used in order to write Hamilton’s equation without using the Reeb vector

field.

We want to develop an algorithm that allows us to find a submanifold N ↪→ M

where the system of equations (6.3) has solutions tangent to N . In order to find this

submanifold N (if it exists) we need to develop an algorithm that introduces some

constraint in every step and so providing a sequence of submanifolds

· · · ↪→Mj ↪→ · · · ↪→M2 ↪→M1 ↪→M

which, in some favorable cases, will end with a final constraint submanifold Mf

with dimMf ≥ 1. The cases where Mf is empty or a union of isolated points have

no interest to us.

Theorem 6.3.4. Consider a k-precosymplectic Hamiltonian system (M,ηα, ωα, V, γ),

a submanifold C ↪→M and a k-vector field X = (X1, . . . , Xk) ∈ Xk(C). Under these

hypotheses, the following are equivalent:

(1) There exists a k-vector field X = (Xα) ∈ Xk(C) such that the system of equations{
i(Xα)ωα = γ − γ(Rα)ηα ,

i(Xα)ηβ = δβα
(6.4)

holds on C.

(2) For every p ∈ C, there exists Zp = (Zα)p ∈ ⊕kTpC such that, if γ̃p = γp −
γp(Rαp)η

α
p , then

i(Zαp)η
β
p = δβα ,

∑
α

ηαp + γ̃p = [(Zp) .
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Proof. Consider the k-vector field Z = X. It is clear that i(Zαp)η
β
p = δβα for every

p ∈ C and that

[(Zp) = i(Zαp)ω
α
p + (i(Zαp)η

α
p )ηαp = γ̃p +

∑
α

ηαp .

Conversely, suppose that for every p ∈ C, there exists Zp ∈ ⊕kTpC satisfying

i(Zαp)η
β
p = δβα ,

∑
α

ηαp + γ̃p = [(Zp) .

Consider p ∈ C. Taking a Darboux chart (U ; tα, qi, pαiα , z
j) around p, we have

ηα = dtα ,

ωα =
∑
i∈Iα

dqi ∧ dpαi ,

γ =
∂H

∂tα
dtα +

∂H

∂qi
dqi +

∂H

∂pαiα
dpαiα +

∂H

∂zj
dzj .

With this in mind, the local expression of γ̃ = γ − γ(Rα)ηα is

γ̃ =
∂H

∂qi
dqi +

∂H

∂pαiα
dpαiα +

∂H

∂zj
dzj .

In what follows, in order to keep the notation as simple as possible, we will ommit

the point p. Consider the k-vector field Z = (Zα) with local expression

Zα = Aβα
∂

∂tβ
+Biα

∂

∂qi
+ Cβα,iβ

∂

∂pβiβ
+Dj

α

∂

∂zj
.

Computing its image by the morphism [,

[(Z) =
∑
α

(i(Zα)ωα + (i(Zα)ηα)ηα)

=
∑
α

∑
i∈Iα

i(Zα)(dqi ∧ dpαi ) +
∑
α

(i(Zα)dtα)dtα

=
∑
α

∑
i∈Iα

(i(Zα)dqi)dpαi −
∑
α

∑
i∈Iα

(i(Zα)dpαi )dqi +
∑
α

(i(Zα)dtα)dtα

=
∑
α

∑
i∈Iα

Biαdpαi −
∑
α

∑
i∈Iα

Cαα,idq
i +
∑
α

Aααdtα .

Comparing this last expression with∑
α

ηα + γ̃ =
∑
α

dtα +
∂H

∂qi
dqi +

∂H

∂pαiα
dpαiα +

∂H

∂zj
dzj ,
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we obtain the relations 

Aαα = 1 ,

∂H

∂zj
= 0 ,

∂H

∂qi
= −

∑
α such

that i∈Iα

Cαα,i ,

∂H

∂pαiα
= Biαα .

Moreover, we know by hypothesis that Aβα = δβα. The second condition ∂H/∂zj = 0

is a compatibility condition of the Hamilton equations in the k-precosymplectic case.

We can state this condition as: the Hamiltonian function H cannot depend on the

so-called gauge variables zj . Finally, the third and fourth equations, along with

Aβα = δβα, are equivalent to (6.4) when written in coordinates (see (5.11)).

We can use the previous theorem to give a description of the constraint algorithm.

First, we must restrict ourselves to the points satisfying the condition

γ

(
∂

∂zj

)
= 0 ,

because we have already seen that it is a compatibility condition of the system. We

define the j-th constraint submanifold Mj ⊂Mj−1 as

Mj =
{
p ∈Mj−1 | ∃Z = (Zα) ∈ Xk(Mj−1) such that

[(Z) = γ̃ +
∑
α

ηα and i(Zα)ηβ = δβα

}
,

where M0 = M .

Definition 6.3.5. Consider a submanifold C ↪→M of a k-precosymplectic manifold

M . We define the k-precosymplectic orthogonal complement of C as

TC⊥ =
(
[(⊕kTC ∩DC)

)◦
,

where DC is the set of all k-vectors Zp = (Zα)p on C such that i(Zαp)η
β
p = δβα.

Taking into account the previous definition and Theorem 6.3.4, we can redefine

the constraint submanifolds as

Mj =
{
p ∈Mj−1 | γ̃p +

∑
α

ηαp ∈ ((TMj−1)⊥p )◦
}
.

This last characterization allows us to effectively compute the constraints at every

step of the constraint algorithm. However, there exists an alternative and equivalent
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way to compute the constraint submanifolds of the algorithm, which is much more

operational:

(1) Obtain a local basis {Z1, . . . , Zk} of (TM)⊥.

(2) Use Theorem 6.3.4 to obtain a set of independent constraint functions

fµ = i(Zµ)

(
γ̃ +

∑
α

ηα
)
,

defining a submanifold M1 ↪→M .

(3) Compute solutions X = (Xα) to equations (6.3).

(4) Impose tangency of X1, . . . , Xk to M1.

(5) Iterate item (4) until no new constraints appear.

If this iterative procedure ends with a submanifold Mf ↪→ M with dimMf ≥ 1, we

can ensure the existence of solutions to (6.3) in Mf .

Remark 6.3.6. In particular, the constraint algorithm described above works for

a singular Lagrangian field theory (Rk × ⊕kTQ,dtα, ωαL, L) and for its associated

Hamiltonian formalism on P. However, in the Lagrangian formalism, the problem of

finding sopdes solving the field equations is not considered in the algorithm above.

In general, imposing the sopde condition leads to new constraints and, in favorable

cases, we get a new final constraint submanifold Sf ↪→ Mf where we have sopde

k-vector fields solutions tangent to Sf . In the examples analyzed in the next section

we give some insights on how to proceed in these cases. Nevertheless, it is still an

open problem to find a rigorous characterization of all these constraints arising from

the sopde condition. See [48] for a deeper study on this topics in the case of singular

Lagrangian mechanics.

It is important to point out that we can treat singular k-symplectic field theories

as a particular case of k-precosymplectic field theories. In this case, we do not

have the 1-forms ηα and the k-presymplectic algorithm described in Section 6.1 is

recovered. See [85] for details.

6.4 Examples

In this last section of the chapter, we are going to analyze several examples of field

theories described by singular Lagrangian functions and how to apply the constraint

algorithm developed above to each of them. We will apply the constraint algorithm

to both the Lagrangian and Hamiltonian formulations of every example.

The first example analyzes the systems defined by Lagrangians which are

affine in the velocities. Such Lagrangians are of great interest in many areas of
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theoretical physics, such as gravitation or quantum field theory. The second exam-

ple studies in detail a particular example of affine Lagrangian in order to see

how does the constraint algorithm works. The last example deals with a singular

quadratic Lagrangian.

Affine Lagrangians

Affine Lagrangians are very important in physics. For instance, the so-called Einstein–

Palatini (or metric-affine) approach to gravitation and Dirac fermion fields [75]

among others, are examples of theories described by affine Lagrangians.

Consider a field theory with configuration manifold Q with coordinates (qi). The

bundle

τ̄1 : Rk ×⊕kTQ→ Rk

is its nonautonomous phase space of k1-velocities and has coordinates (tα, qi, viα).

Consider an affine Lagrangian L : Rk ×⊕kTQ→ R of the form

L(tα, qi, viα) = fµj (qi)vjµ + g(tα, qi) . (6.5)

Such a Lagrangian is the sum of the pullbacks to Rk ×⊕kTQ of two functions:

• a linear function ⊕kTQ→ R on the fibers of the bundle ⊕kTQ→ Q ,

• an arbitrary function Rk ×Q→ R .

Lagrangian formalism

Consider a Lagrangian function L ∈ C∞(Rk × ⊕kTQ of the form (6.5). Associated

to this affine Lagrangian we have

EL = ∆(L)− L = −g(tα, qi) ∈ C∞(Rk ×⊕kTQ) ,

ωαL = −∂f
α
i

∂qj
dqj ∧ dqk ∈ Ω2(Rk ×⊕kTQ) ,

defining a k-precosymplectic structure (dtα, ωαL, V ), with V =
〈
∂/∂vjµ

〉
, in Rk ×

⊕kTQ. We can take Rα = ∂/∂tα as Reeb vector fields. Consider now a k-vector field

X = (X1, . . . , Xk) ∈ Xk(Rk ×⊕kTQ) with local expression

Xα =
∂

∂tα
+ F `α

∂

∂q`
+G`αν

∂

∂v`ν
.

The k-cosymplectic Lagrangian equation

i(Xα)ωαL = dEL +
∂L

∂tµ
dtµ
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for this k-vector field X gives

∂g

∂qj
+ F `α

(
∂fα`
∂qj
−
∂fαj
∂q`

)
= 0 . (6.6)

This is a system of (linear) equations for the functions F `α which allows us to partially

determine these functions. Eventually, new constraints may appear depending on

the ranks of the matrices involved. In this case, the constraint algorithm goes on by

demanding the tangency of the vector fields Xα to the new manifold described by

the constraints. Notice that, in any case, the functions Giαν remain undetermined.

If we impose the sopde condition to the solutions, that is, F kν = vkν , equations

(6.6) read
∂g

∂qj
+ v`α

(
∂fα`
∂qj
−
∂fαj
∂q`

)
= 0 ,

which are new constraints. Imposing the tangency condition for the vector fields

Xν =
∂

∂tν
+ v`ν

∂

∂q`
+G`να

∂

∂v`α

we obtain the relations

∂g

∂qj
+G`να

(
∂fα`
∂qj
−
∂fαj
∂q`

)
= 0 ,

which allows us to partially determine the coefficients G`να. In addition, new con-

straints may appear depending on the rank of the matrix

(
∂fα`
∂qj
−
∂fαj
∂q`

)
. If this is

the case, the algorithm continues by imposing again the tangency condition.

Hamiltonian formalism

In the Hamiltonian formalism, the phase space of k1-momenta is the bundle π̄1 : Rk×
⊕kT∗Q→ Rk. The Legendre map associated to the Lagrangian L given in (6.5) is

tµ ◦ FL = tµ , qi ◦ FL = qi , pµi ◦ FL =
∂L

∂viµ
= fµi (qj) .

Notice that the submanifold P = FL(Rk ×⊕kTQ) is given by the constraints pµi =

fµi (qj). Thus, it is the image of a section ξ : Rk×Q→ Rk×⊕kT∗Q of the projection

(πQ)1,0 : Rk×⊕kT∗Q→ Rk×Q, and can be identified in a natural way with Rk×Q.

Hence, as ξ ◦ τ1 is a surjective submersion and its fibers are connected, then so is the

restriction of the Legendre map FL onto its image P, FL0 : Rk ×⊕kTQ→ P, since

FL0 = ξ ◦ τ1.

Summing up, affine Lagrangians are almost-regular Lagrangians and then P is

an embedded submanifold of Rk ×⊕kT∗Q, which is diffeomorphic to Rk ×Q.
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Hence, we can introduce

H = −g(tα, qi) ∈ C∞(P) ,

ωα = −∂f
α
k

∂qj
dqj ∧ dqk ∈ Ω2(P) ,

such that

FL∗0EL = H ,

FL∗0ωαL = ωα .

As above, we have

ηα = dtα , Rα =
∂

∂tα
.

For a k-vector field X = (X1, . . . , Xk) ∈ Xk(P) with local expression

Xα =
∂

∂tα
+ F `α

∂

∂q`
,

the Hamilton equation

i(Xα)ωα = dH −Rα(H)dtα

yields the conditions
∂g

∂qj
+ F `α

(
∂fα`
∂qj
−
∂fαj
∂q`

)
= 0 . (6.7)

As in the Lagrangian formalism, this system of linear equations allows us to partially

determine the functions F `α. In addition, new constraints may appear depending on

the rank of the matrices involved. If new constraints appear, the constraint algorithm

continues by demanding the tangency condition to the new constraints.

A simple affine Lagrangian model

In this example we are going to consider a particular case of affine Lagrangian in

order to clearly see how does the constraint algorithm work in a concrete example.

Lagrangian formalism

Consider the configuration manifold R2×Q = R2×R2 with coordinates (t1, t2; q1, q2).

The Lagrangian formalism takes place in the bundle R2 × ⊕2TQ, equipped with

natural coordinates (t1, t2; q1, q2, v1
1 , v

1
2 , v

2
1 , v

2
2). Consider the Lagrangian function

L = q2v1
1 − q1v2

2 + q1q2t1 ∈ C∞(R2 ×⊕2TQ) . (6.8)

Hence, the functions in (6.5) are

f1
1 = q2 , f2

1 = 0 , f1
2 = 0 , f2

2 = −q1 , g = q1q2t1 .
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We have the forms

η1 = dt1 ,

η2 = dt2 ,

ω1
L = dq1 ∧ dq2 ,

ω2
L = dq1 ∧ dq2 .

The Reeb vector fields are

RL1 =
∂

∂tα
, RL2 =

∂

∂t2
.

The Lagrangian energy is EL = −q1q2t1 ∈ C∞(R2 ×⊕2TQ). Consider the 2-vector

field X = (X1, X2) ∈ X2(R2 ×⊕2TQ) with local expression

X1 =
∂

∂t1
+ F 1

1

∂

∂q1
+ F 2

1

∂

∂q2
+G1

11

∂

∂v1
1

+G1
12

∂

∂v1
2

+G2
11

∂

∂v2
1

+G2
12

∂

∂v2
2

,

X2 =
∂

∂t2
+ F 1

2

∂

∂q1
+ F 2

2

∂

∂q2
+G1

21

∂

∂v1
1

+G1
22

∂

∂v1
2

+G2
21

∂

∂v2
1

+G2
22

∂

∂v2
2

.

The Lagrangian equation i(Xα)ωαL = dEL−RLα(EL)dtα for the 2-vector field X reads

F 1
1 dq2 − F 2

1 dq1 + F 1
2 dq2 − F 2

2 dq1 = −q2t1dq1 − q1t1dq2 ,

and conditions (6.6) give

F 2
1 + F 2

2 = q2t1 , F 1
1 + F 1

2 = −q1t1 ,

which can be written as

(
0 1 0 1

−1 0 −1 0

)
F 1

1

F 2
1

F 1
2

F 2
2

 =

(
q2x1

q1x1

)
.

If we impose the sopde condition, i.e. F `µ = v`µ, the 2-vector field X becomes

X1 =
∂

∂t1
+ v1

1

∂

∂q1
+ v2

1

∂

∂q2
+G`1ν

∂

∂v`ν
,

X2 =
∂

∂t2
+ v1

2

∂

∂q1
+ v2

2

∂

∂q2
+G`2ν

∂

∂v`ν

and we obtain two new constraints{
ζ1 = v2

1 + v2
2 − q2t1 = 0

ζ2 = v1
1 + v1

2 + q1t1 = 0
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These two constraints ζ1, ζ2 define the submanifold S1 ↪→ R2×⊕2TQ. Imposing the

tangency condition to this new manifold, we get
X1(ζ1) = −q2 +G2

11 +G2
12 − t1v2

1 = 0 ,

X1(ζ2) = q1 + t1v1
1 +G1

11 +G1
12 = 0 ,

X2(ζ1) = −t1v2
2 +G2

21 +G2
22 = 0 ,

X2(ζ2) = t1v1
2 +G1

21 +G1
22 = 0 ,

which, written in matrix forms, becomes


0 1 0 1 0 0 0 0

1 0 1 0 0 0 0 0

0 0 0 0 0 1 0 1

0 0 0 0 1 0 1 0





G1
11

G2
11

G1
12

G2
12

G1
21

G2
21

G1
22

G2
22


=


q2 + t1v2

1

−q1 − t1v1
1

t1v2
2

−t1v1
2

 ,

which allows us to partially determine the functions G`αν . Notice that no new con-

straints appear, and hence the final constraint submanifold is S1.

Hamiltonian formalism

The Hamiltonian formalism takes place in the bundle (R2 × ⊕2T∗Q, endowed with

natural coordinates (t1, t2; q1, q2, p1
1, p

2
1, p

1
2, p

2
2). The Legendre map FL given by the

Lagrangian defined in (6.8) is the map

FL : R2 ×⊕2TQ→ R2 ×⊕2T∗Q ,

given by

(t1, t2; q1, q2, p1
1, p

2
1, p

1
2, p

2
2) = FL(t1, t2; q1, q2, v1

1 , v
1
2 , v

2
1 , v

2
2) = (t1, t2; q1, q2, q2, 0, 0,−q1) .

Hence, its image P = FL(R2 ×⊕2TQ) is given by the primary constraints

p1
1 = q2 , p2

1 = 0 , p1
2 = 0 , p2

2 = −q1 .

With this in mind, it is clear that we can describe the manifold P with coordinates

(t1, t2, q1, q2). In P, we have the forms

η1 = dt1 , η2 = dt2 , ω1 = dq1 ∧ dq2 , ω2 = dq1 ∧ dq2 .

The Reeb vector fields are R1 = ∂/∂t1, R2 = ∂/∂t2. The Hamiltonian function is

H = −q1q2t1. Consider a generic 2-vector field in P X = (X1, X2) ∈ X2(P) with
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local expression

X1 =
∂

∂t1
+B1

1

∂

∂q1
+B2

1

∂

∂q2
,

X2 =
∂

∂t2
+B1

2

∂

∂q1
+B2

2

∂

∂q2
.

The Hamiltonian equation i(Xα)ωα = dH −Rα(H)dtα for the 2-vector field X gives

B1
1dq2 −B2

1dq1 +B1
2dq2 −B2

2dq1 = −t1q2dq1 − t1q1dq2 .

Now, conditions (6.7) read

B2
1 +B2

2 = t1q2 , B1
1 +B1

2 = −t1q1 .

These two relations allow us to partially determine the functions Bjα. In this case,

no new constraints appear.

A singular quadratic Lagrangian

Lagrangian formalism

Consider the configuration manifold Q = R × R+ equipped with coordinates (q, e),

and two independent variables (t, s) ∈ R2. The corresponding phase space is the

bundle R2 × ⊕2TQ with natural coordinates (t, s; q, e, qt, qs, et, es). Consider the

Lagrangian function L : R2 ×⊕2TQ→ R given by

L =
1

2e
q2
t +

1

2
σ2e− 1

2
τq2
s , (6.9)

where τ ∈ R is a constant parameter and σ = σ(t, s) ∈ C∞(R2) is a given function.

This Lagrangian is quite similar to one introduced in [85], but considering one of its

parameters as a function of (t, s) in order to illustrate the nonautonomous setting.

We begin by computing the canonical structure and the Liouville vector field of

the bundle R2 ×⊕2TQ:

J t =
∂

∂qt
⊗ dq +

∂

∂et
⊗ de ,

Js =
∂

∂qs
⊗ dq +

∂

∂es
⊗ de ,

∆t = qt
∂

∂qt
+ et

∂

∂et
,

∆s = qs
∂

∂qs
+ es

∂

∂es
,

∆ = ∆t + ∆s .
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The Cartan 1 and 2-forms are

θtL =
t
J t ◦ dL =

1

2
qtdq ,

θsL =
t
Js ◦ dL = −τqsdq ,

ωtL = −dθtL =
qt
e2

de ∧ dq − 1

e
dqt ∧ dq ,

ωsL = −dθsL = τdqs ∧ dq .

The Lagrangian energy EL is

EL = ∆(L)− L =
1

2e
q2
t −

1

2
σ2e− 1

2
τq2
s .

Consider now a 2-vector field X = (Xt, Xs) ∈ X2(R2 × ⊕2TQ) and consider the

k-cosymplectic Lagrangian equations (5.12) for it. Applying the second group of

equations, namely i(Xα)dtβ = δβα, the 2-vector field X becomes

Xt =
∂

∂t
+Bqt

∂

∂q
+Bet

∂

∂e
+ Cqtt

∂

∂qt
+ Cqst

∂

∂qs
+ Cett

∂

∂et
+ Cest

∂

∂es
,

Xs =
∂

∂s
+Bqs

∂

∂q
+Bes

∂

∂e
+ Cqts

∂

∂qt
+ Cqss

∂

∂qs
+ Cets

∂

∂et
+ Cess

∂

∂es
.

Applying now the first k-cosymplectic Lagrangian equation (5.12), i(Xα)ωαL = dEL+
∂L
∂tα dtα, and equating the coefficients, we obtain the relations

Bet =
e2

qt

(
1

e
Cqtt − τCqss

)
,

Bqt = qt ,

Bqs = qs ,

q2
t

e2
= σ2 .

These equations determine the coefficients Bet , Bqt and Bqs of the 2-vector field X in

terms of the variables and the other coefficients. The last equation is a constraint,

ζ1 =
1

2

(
q2
t

e2
− σ2

)
,

which defines the submanifold S1 ↪→ R2×⊕2TQ. At this point, X has nine undeter-

mined coefficients. Imposing the tangency of the 2-vector field X = (Xt, Xs) to the

submanifold S1, that is, imposing

Xt(ζ1)|S1
= 0 , Xs(ζ1)|S1

= 0 ,

we obtain two more relations between the undetermined coefficients (on S1) and no
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more constraints.

In order to complete our analysis, we are going to impose the sopde condition.

Then, the generic expression of X is

Xt =
∂

∂t
+ qt

∂

∂q
+ et

∂

∂e
+ Cqtt

∂

∂qt
+ Cqst

∂

∂qs
+ Cett

∂

∂et
+ Cest

∂

∂es
,

Xs =
∂

∂s
+ qs

∂

∂q
+ es

∂

∂e
+ Cqts

∂

∂qt
+ Cqss

∂

∂qs
+ Cets

∂

∂et
+ Cess

∂

∂es
.

Now, the first equation in (5.12) gives the relation

et
qt
e2
− 1

e
Cqtt + τCqss = 0 ,

and the same constraint ζ1 obtained before. Imposing now the tangency to the sub-

manifold S1 determines the functions Cqtt and Cqts (on S1) and no new constraints

appear. In conclusion, the 2-vector field X = (Xt, Xs) has five undetermined coeffi-

cients.

Hamiltonian formalism

The Hamiltonian counterpart takes place in the bundle R2 ×⊕2T∗Q, equipped with

natural coordinates (t, s; q, e, pt, ps, πt, πs). The Legendre map associated to the La-

grangian function (6.9) is the map

FL : R2 ×⊕2TQ→ R2 ×⊕2T∗Q

given by

FL(t, s; q, e, qt, qs, et, es) =

(
t, s; q, e,

1

e
qt,−τqs, 0, 0

)
.

The primary Hamiltonian constraint submanifold

P = FL(R2 ×⊕2TQ) ↪→ R2 ×⊕2T∗Q

is defined by the constraints

πt = 0 , πs = 0 .

Taking coordinates (t, s; q, e, pt, ps) as coordinates on P, its 2-precosymplectic struc-

ture is

ηt = dt ,

ηs = ds ,

ωt = dq ∧ dpt ,

ωs = dq ∧ dps .
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We have that

ker ηt ∩ ker ηs ∩ kerωt ∩ kerωs =

〈
∂

∂e

〉
.

The Reeb vector fields are

Rt =
∂

∂t
, Rs =

∂

∂s
.

The Hamiltonian function on the submanifold P is given by

H =
1

2
e(pt)2 − 1

2
σ2e− 1

2τ
(ps)2 .

Consider a generic 2-vector field on P, X = (Xt, Xs) ∈ X2(P), with local expression

Xt = A1
t

∂

∂t
+A2

t

∂

∂s
+B1

t

∂

∂q
+B2

t

∂

∂e
+ C1

t

∂

∂pt
+ C2

t

∂

∂ps
,

Xs = A1
s

∂

∂t
+A2

s

∂

∂s
+B1

s

∂

∂q
+B2

s

∂

∂e
+ C1

s

∂

∂pt
+ C2

s

∂

∂ps
.

Hamilton equations (6.3) are

i(Xt)ω
t + i(Xs)ω

s = dH − dH(Rt)η
t − dH(Rs)η

s ,

i(Xt)η
t = 1 ,

i(Xt)η
s = 0 ,

i(Xs)η
t = 0 ,

i(Xs)η
s = 1 ,

which give the relations 

B1
t = ept ,

B1
s =
−1

τ
ps ,

C1
t + C2

s = ,

A1
t = 1 , A2

t = 0 ,

A1
s = 0 , A2

s = 1 ,

which partially determine the coefficients of X and imposes as a consistency condition

the secondary Hamiltonian constraint

ξ1 = i

(
∂

∂e

)
dH =

1

2
(pt)2 − 1

2
σ2 = 0 (on P) ,

defining a new constraint submanifold P1 ↪→ P. Imposing the tangency of the 2-

vector field X to this new submanifold P1, Xt(ξ1)|P1
= 0, Xs(ξ1)|P1

= 0, determines

the functions

C1
t

∣∣
P1

=
1

pt
σ
∂σ

∂t
, C1

s

∣∣
P1

=
1

pt
σ
∂σ

∂s
,
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and no new constraints appear.

Remark 6.4.1. Notice that FL∗(ξ1) = ζ1 and FL(S1) = P1. Hence, as the sopde

condition does not yield new constraints in the Lagrangian formalism, there are no

non-FL-projectable Lagrangian constraints.
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Chapter 7

k-contact Hamiltonian systems

In this chapter we introduce a geometric formalism for autonomous dissipative field

theories. In order to do this we need to define a new geometric framework: k-contact

geometry. The main reference on this topic is [67].

In Section 7.1 we present the notion of k-contact manifold and we prove the

existence and uniqueness of a family of Reeb vector fields in every k-contact mani-

fold. We also prove the existence of two types of special coordinate systems in

k-contact manifolds: adapted coordinates and Darboux coordinates. We also define

the concept of k-precontact manifold, which is a weakened version of the concept of

k-contact manifold. This will be useful when extending the Skinner–Rusk formal-

ism for k-contact systems in Chapter 9. Section 7.2 uses the geometric framework

introduced in the previous section to develop a geometric formalism, the so-called k-

contact Hamiltonian formalism, for autonomous dissipative field theories. In Section

7.3 we generalize the different notions of symmetry presented in Chapter 2 to field

theories. We also prove that every Hamiltonian k-contact Hamiltonian symmetry is

a dynamical symmetry. Finally, Section 7.4 is devoted to study the dissipation laws

of k-contact Hamiltonian systems. In particular, we prove the dissipation theorem,

which states that every infinitesimal dynamical symmetry yields a dissipation law.

7.1 k-contact geometry

Definition 7.1.1. Let M be an m-dimensional smooth manifold.

• A generalized distribution on M is a subset D ⊂ TM such that, Dx ⊂ TxM

is a vector subspace for every x ∈M .

• A distribution D is said to be smooth if it can be locally spanned by a family

of vector fields.

• A distribution D is regular if it is smooth and of locally constant rank.

• A codistribution on M is a subset C ⊂ T∗M such that, Cx ⊂ T∗xM is a

vector subspace for every x ∈M .

95
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Given a distribution D, the anihilator D◦ of D is a codistribution. If D is not

regular, D◦ may not be smooth. Using the usual identification E∗∗ = E of finite-

dimensional linear algebra, it is clear that (D◦)◦ = D.

Consider a differential 1-form η ∈ Ω1(M). Then, η generates a smooth codistri-

bution, denoted by 〈η〉 ⊂ T∗M . This codistribution has rank 1 at every point where

η does not vanish. Its anihilator is a distribution 〈η〉◦ ⊂ TM that can be described as

the kernel of the linear morphism η̂ : TM →M×R defined by η. This codistribution

has corank 1 at every point where η does not vanish.

In the same way, every 2-form ω ∈ Ω2(M) induces a linear morphism ω̂ : TM →
T∗M defined by ω̂(v) = i(v)ω. The kernel of this morphism ω̂ is a distribution

ker ω̂ ⊂ TM . Notice that the rank of ω̂ is even.

Given a family of k differential 1-forms η1, . . . , ηk ∈ Ω1(M), we will denote

• CC = 〈η1, . . . , ηk〉 ⊂ T∗M ,

• DC =
(
CC
)◦

= ker η̂1 ∩ · · · ∩ ker η̂k ⊂ TM ,

• DR = ker d̂η1 ∩ · · · ∩ ker d̂ηk ⊂ TM ,

• CR =
(
DR
)◦ ⊂ T∗M .

With the notations we just introduced, we are ready to introduce the concept of

k-contact manifold:

Definition 7.1.2. A k-contact structure on a manifold M is a family of k differ-

ential 1-forms η1, . . . , ηk ∈ Ω1(M) such that, with the preceding notations,

(1) DC ⊂ TM is a regular distribution of corank k,

(2) DR ⊂ TM is a regular distribution of rank k,

(3) DC ∩ DR = {0}.

We call CC the contact codistribution, DC the contact distribution, DR the

Reeb distribution and CR the Reeb codistribution.

A manifold M endowed with a k-contact structure η1, . . . , ηk ∈ Ω1(M) is a k-

contact manifold.

Remark 7.1.3. Notice that condition (1) in Definition 7.1.2 is equivalent to each

one of the following two conditions:

(1′) CC ⊂ T∗M is a regular codistribution of rank k,

(1′′) η1 ∧ · · · ∧ ηk 6= 0 everywhere.

Condition (3) can be rewritten as

(3′)
⋂
α

(
ker η̂α ∩ ker d̂ηα

)
= {0}.
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If conditions (1) and (2) in Definition 7.1.2 hold, then condition (3) is equivalent to

each of the following two conditions:

(3′′) TM = DC ⊕DR,

(3′′′) T∗M = CC ⊕ CR.

Furthermore, using the definition of DC, one can prove that, in Definition 7.1.2,

conditions (2) and (3) imply (1).

Remark 7.1.4. In the particular case k = 1, a 1-contact structure is given by a

1-form η. In this case, the conditions in Definition 7.1.2 mean the following: (1)

η 6= 0 everywhere, (3) ker η̂ ∩ ker d̂η = {0}, which implies that ker d̂η has rank 0 or

1, and (2) means that ker d̂η has rank 1. Hence, if conditions (1) and (3) hold, the

second condition is equivalent to saying that dimM is odd. Thus, we have recovered

the notion of contact manifold introduced in Definition 1.1.1.

Lemma 7.1.5. The Reeb distribution DR is involutive, and therefore it is also inte-

grable.

Proof. Consider the relation

i([X,X ′]) = LX i(X
′)−i(X ′)LX = di(X)i(X ′)+i(X)di(X ′)−i(X ′)di(X)−i(X ′)i(X)d .

Notice that if X and X ′ are sections of DR and we apply this relation to the closed

2-form dηα, the result is zero.

Theorem 7.1.6 (Reeb vector fields). Let (M,ηα) be a k-contact manifold. Then,

there exists a unique family of k vector fields Rα ∈ X(M), called the Reeb vector

fields of M , such that {
i(Rα)ηβ = δβα ,

i(Rα)dηβ = 0 .
(7.1)

The Reeb vector fields R1, . . . ,Rk commute:

[Rα,Rβ ] = 0 .

In addition, the Reeb distribution introduced in Definition 7.1.2 is spanned by the

Reeb vector fields,

DR = 〈R1, . . . ,Rk〉 ,

motivating its name.

Proof. Take T∗M = CC ⊕ CR. The family of 1-forms ηα is a global frame of the

contact codistribution CC. We can find a local frame ηµ of the Reeb codistribution

CR so that (ηα; ηµ) is a local frame for T∗M . The corresponding dual frame for

TM constituted by vector fields (Rβ ;Rν), where the Rβ are uniquely defined by the
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relations {
〈ηα,Rβ〉 = δαβ ,

〈ηµ,Rβ〉 = 0 .

Notice that the second set of relations does not depend on the choice of the ηµ, in fact

it means that the vector fields Rβ are sections of
(
CR
)◦

= DR, the Reeb distribution.

This is equivalent to the condition i(Rβ)dηα = 0 for every α. As the 1-forms ηα are

globally defined, so are the vector fields Rα.

To prove that the Reeb vector fields commute, notice that

i([Rα,Rβ ])ηγ = 0 , i([Rα,Rβ ])dηγ = 0 ,

which is a consequence of their definition and of the above formula for i([X,X ′])

when applied to them.

Proposition 7.1.7. Let (M,ηα) be a k-contact manifold. There exist local coordi-

nates (xI , sα), called adapted coordinates, such that

Rα =
∂

∂sα
, ηα = dsα − fαI (x)dxI ,

where the functions fαI only depend on the xI .

Proof. As the Reeb vector fields commute, there exists a set of local coordinates

(xI , sα) where they can be simultaneously straightened out (see [113, p.234] for de-

tails):

Rα =
∂

∂sα
.

We are going to write the contact forms using these coordinates. The condition

i(Rα)ηβ = δβα implies that ηα = dsα−fαI dxI , where the functions fαI may depend on

all the coordinates (xI , sα). Then, we have that dηα = dxI ∧dfαI . But the condition

i(Rα)dηβ = 0 must be fulfilled. The only way to ensure this is that ∂fαI /∂s
β = 0

and this concludes the proof.

Example 7.1.8 (Canonical k-contact structure). Let k ≥ 1 and Q a smooth mani-

fold. The manifold M = ⊕kT∗Q×Rk has a canonical contact structure given by the

1-forms η1, . . . , ηk ∈ Ω1(M) defined as

ηα = dsα − θα ,

where (s1, . . . , sk) are the canonical coordinates of Rk and θα is the pull-back of

the Liouville 1-form θ of the cotangent bundle T∗Q with respect to the projection

M → T∗Q to the α-th summand.

Take coordinates (qi) on Q. Then, M has natural coordinates (qi, pαi , s
α). Using

these coordinates, the contact forms ηα are

ηα = dsα − pαi dqi .
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Hence, dηα = dqi ∧ dpαi , the Reeb distribution DR is

DR =

〈
∂

∂s1
, . . . ,

∂

∂sk

〉
,

and the Reeb vector fields are

Rα =
∂

∂sα
.

Example 7.1.9 (Contactification of a k-symplectic manifold). Consider a k-symplec-

tic manifold (P, ωα) such that ωα = −dθα and the product manifold M = P × Rk.

Let (sα) be the cartesian coordinates of Rk and denote also by θα the pull-back of

θα to the product manifold M . Consider the 1-forms ηα = dsα − θα ∈ Ω1(M).

Then, (M,ηα) is a k-contact manifold because CC = 〈η1, . . . , ηk〉 has rank k,

dηα = −dθα, and DR =
⋂
α ker d̂θα = 〈∂/∂s1, . . . , ∂/∂sk〉 has rank k since (P, ωα) is

k-symplectic, and the last condition is immediate.

Notice that the so-called canonical k-contact structure described in the previous

example is just the contactification of the k-symplectic manifold P = ⊕kT∗Q.

Consider now the particular case k = 1. Let P be a manifold with a 1-form and

consider the product manifold M = P × R with the 1-form η = ds− θ ∈ Ω1(M). In

this case, CC = 〈η〉 has rank 1, dη = −dθ, and DR = ker d̂θ has rank 1 if, and only

if, dθ is a symplectic form on P . Under these hypotheses, M is a 1-contact manifold.

Example 7.1.10. Consider the manifold M = R6 with coordinates (x, y, p, q, s, t).

Then, the 1-forms

η1 = ds− 1

2
(ydx− xdy) , η2 = dt− pdx− qdy

define a 2-contact structure on M . We are going to check that the conditions in

Definition 7.1.2 are fulfilled. In first place, it is clear that the forms η1 and η2 are

linearly independent. Then,

dη1 = dx ∧ dy , dη2 = dx ∧ dp+ dy ∧ dq ,

and hence

DR =

〈
∂

∂s
,
∂

∂t

〉
,

which has rank 2. It is clear that none of these vector fields belong to the kernel of

the 1-forms η1, η2, which is the third condition in Definition 7.1.2. The Reeb vector

fields are

R1 =
∂

∂s
, R2 =

∂

∂t
.

Now we are going to state and proof the Darboux Theorem for k-contact mani-

folds. This theorem ensures the existence of canonical coordinates for a particular

kind of k-contact manifolds.
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Theorem 7.1.11 (k-contact Darboux Theorem). Consider a k-contact manifold

(M,ηα) of dimension dimM = n + kn + k such that there exists an integrable sub-

distribution V of DC with rankV = nk. Then, under these hypotheses, around every

point of M there exists a local chart (U, qi, pαi , s
α), 1 ≤ α ≤ k, 1 ≤ i ≤ n, such that

ηα|U = dsα − pαi dqi .

Using these coordinates,

DR
∣∣
U

=

〈
Rα =

∂

∂sα

〉
, V|U =

〈
∂

∂pαi

〉
.

These coordinates are called canonical or Darboux coordinates of the k-contact

manifold (M,ηα).

Proof. The proof of this theorem will be divided into several steps.

(i) By Proposition 7.1.7, there exists a local chart (yI , sα) of adapted coordinates

such that

Rα =
∂

∂sα
, ηα = dsα − fαI (y)dyI .

Hence, we can locally construct the quotient manifold M̃ ≡ M/DR, with the

projection τ̃ : M → M̃ and local coordinates (ỹI).

(ii) The distribution DC, which has rankDC = nk+n, is τ̃ -projectable because, for

every Rα ∈ X(DR), Z ∈ X(DC) and dηβ , we have that

i([Rα, Z])dηβ = LRαi(Z)dηβ − i(Z)LRαdηβ = 0 ,

and thus [Rα, Z] ∈ X(DR). Notice that this is also a consequence of condition

(3) in Definition 7.1.2.

(iii) The forms dηβ are τ̃ -projectable because, by Theorem 7.1.6, we have that

i(Rα)dηβ = 0 for every Rα ∈ X(DR), and thus

LRαdηβ = di(Rα)ηβ = dδβα = 0 .

It is clear that the τ̃ -projected 2-forms ω̃β ∈ Ω2(M̃) such that dηβ = τ̃∗ω̃β are

closed. Their local expression is

ω̃β = df̃βI (ỹ) ∧ dỹI .

Moreover, as V is involutive, we have that for every Z, Y ∈ Γ(V),

i(Z)i(Y )dηβ = i(Z)(LY η
β − di(Y )ηβ)

= i(Z)LY η
β

= LY i(Z)ηβ − i([Y, Z])ηβ = 0 .
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Denote by Ṽ the distribution in M̃ induced by V. This distribution has rank Ṽ =

nk. Then, for every Z̃, Ỹ ∈ Γ(Ṽ), if Z, Y ∈ Γ(V) are such that τ̃∗Z = Z̃ and

τ̃∗Y = Ỹ , we have that

0 = i(Z)i(Y )dηβ = i(Z)i(Y )(τ̃∗ω̃β) = τ̃∗i(Z̃)i(Ỹ )ω̃β , (7.2)

and, as τ̃ is a submersion, the map τ̃∗ is injective and, from (7.2) we have that

i(Z̃)i(Ỹ )ω̃β = 0 .

Notice that this fact does not depend on the choice of the representative vector

fields Y,Z used, because any two of them differ in an element of ker τ̃∗ = Γ(DR).

Hence, we have seen that ω̃β
∣∣
Ṽ×Ṽ = 0.

As a consequence of (ii), we have that

ker ω̃1 ∩ · · · ∩ ker ω̃k = {0} ,

and hence (M̃, ω̃α, Ṽ) is a k-symplectic manifold.

(iv) By the Darboux Theorem for k-symplectic manifolds (Theorem 5.2.2), there

exists local charts (Ũ ; q̃i, p̃αi ) in M̃ such that

ω̃α|Ũ = dq̃i ∧ dp̃αi , Ṽ
∣∣∣
Ũ

=

〈
∂

∂p̃αi

〉
.

With all this in mind, in U = τ̃−1(Ũ) ⊂ M , we can take the coordinates

(yI , sα) = (qi, pαi , s
α), with qi = q̃i ◦ τ̃ and pαi = p̃αi ◦ τ̃ satisfying the conditions

of the theorem.

This theorem allows us to consider the manifold introduced in Example 7.1.8 as

the canonical model for this kind of k-contact manifold. Moreover, every k-contact

manifold which is the contactification of a k-symplectic manifold (see Example 7.1.9)

has Darboux coordinates.

Remark 7.1.12. When some of the conditions stated in Definition 7.1.2 do not

hold, we say that η1, . . . , ηk ∈ Ω1(M) is a k-precontact structure and that

(M,η1, . . . , ηk) is a k-precontact manifold. For this kind of manifolds, Reeb vec-

tor fields are not uniquely determined. The particular case k = 1 has been analyzed

in [40], where the properties of the so-called precontact structures and precontact

manifolds are studied in detail.
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7.2 Hamiltonian formalism for k-contact systems

Now that we have introduced the geometric framework of k-contact geometry, we are

ready to deal with the Hamiltonian formulation of field theories with dissipation.

Definition 7.2.1. A k-contact Hamiltonian system is a family (M,ηα, H),

where (M,ηα) is a k-contact manifold and H ∈ C∞(M) is called a Hamiltonian

function. Consider a map ψ : D ⊂ Rk → M . The k-contact Hamilton–De

Donder–Weyl equations for the map ψ are{
i(ψ′α)dηα = (dH − (LRαH)ηα) ◦ ψ ,
i(ψ′α)ηα = −H ◦ ψ .

(7.3)

Now we are going to look at the expression in coordinates of the Hamilton–De

Donder–Weyl equations (7.3). Consider first the adapted coordinates (xI , sα). In

these coordinates,

Rα =
∂

∂sα
, ηα = dsα−fαI (x)dxI , dηα =

1

2
ωαIJdxI∧dxJ , with ωαIJ =

∂fαI
∂xJ
−∂f

α
J

∂xI
.

The map ψ : D ⊂ Rk →M has coordinate expression ψ(t) = (xI(t), sα(t)). Then,

ψ′α =

(
xI , sβ ;

∂xI

∂tα
,
∂sβ

∂tα

)
.

The Hamilton–De Donder–Weyl equations read
∂xJ

∂tα
ωαJI =

(
∂H

∂xI
+
∂H

∂sα
fαI

)
◦ ψ ,

∂sα

∂tα
− fαI

∂xI

∂tα
= −H ◦ ψ .

On the other hand, in Darboux coordinates, the map ψ has local expression

ψ(t) = (qi(t), pαi (t), sα(t)). Hence, equations (7.3) read

∂qi

∂tα
=
∂H

∂pαi
◦ ψ ,

∂pαi
∂tα

= −
(
∂H

∂qi
+ pαi

∂H

∂sα

)
◦ ψ ,

∂sα

∂tα
=

(
pαi
∂H

∂pαi
−H

)
◦ ψ .

(7.4)

Remark 7.2.2. If (M,ηα) is a k-precontact manifold, then (M,ηα, H) is said to be

a k-precontact Hamiltonian system.

Definition 7.2.3. Consider a k-contact Hamiltonian system (M,ηα, H). The k-

contact Hamilton–De Donder–Weyl equations for a k-vector field X = (Xα) ∈
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Xk(M) are {
i(Xα)dηα = dH − (LRαH)ηα ,

i(Xα)ηα = −H .
(7.5)

A k-vector field solution to these equations is a k-contact Hamiltonian k-vector

field.

Proposition 7.2.4. The k-contact Hamilton–De Donder–Weyl equations (7.5) ad-

mit solutions. They are not unique if k > 1.

Proof. A k-vector field X ∈ Xk(M) can be decomposed as X = XC + XR, using the

direct sum decomposition TM = DC ⊕DR. If X is a solution to (7.5), then XC is a

solution to the first equation and XR is a solution to the second one.

At this point we need to introduce two vector bundle maps:

ρ : TM → ⊕kT∗M , ρ(v) =
(

d̂η1(v), . . . , d̂ηk(v)
)
,

τ : ⊕k TM → T∗M , τ(v1, . . . , vk) = d̂ηα(vα) .

Now we have to remark some facts:

• ker ρ = DR is the Reeb distribution.

• Using the canonical identification (E⊕F )∗ = E∗⊕F ∗, the transposed morphism

of τ is
t
τ = −ρ. The proof of this fact uses that

t
d̂ηα = −d̂ηα.

• The first Hamilton–De Donder–Weyl equation for a k-vector field X can be

written as

τ ◦X = dH − (LRαH)ηα .

A sufficient condition for this linear equation to have solutions X is that the right-

hand side must be in the image of the morphism τ , that is, to be anihilated by

any section of ker
t
τ = DR. Using that i(Rβ)(dH − (LRαH)ηα) = 0 for any β, we

can conclude that the first Hamilton–De Donder–Weyl equation has solutions. In

particular, it has solutions XC belonging to the contact distribution.

On the other hand, the second Hamilton–De Donder–Weyl equation for a k-vector

field X has solutions belonging to the Reeb distribution, for instance XR = −HR1.

Non-uniqueness for k > 1 is obvious.

Consider a k-vector field X = (X1, . . . , Xk) ∈ Xk(M) with local expression in

adapted coordinates

Xα = (Xα)I
∂

∂xI
+ (Xα)β

∂

∂sβ
.
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Hence, equation (7.5) yields the conditions(Xα)JωαJI =
∂H

∂xI
+
∂H

∂sα
fαI ,

(Xα)α − fαI (Xα)I = −H .

On the other hand, consider a k-vector field X = (X1, . . . , Xk) ∈ Xk(M) with local

expression in Darboux coordinates

Xα = (Xα)i
∂

∂qi
+ (Xα)βi

∂

∂pβi
+ (Xα)β

∂

∂sβ
.

Now, equation (7.5) gives the conditions

(Xα)i =
∂H

∂pαi
,

(Xα)αi = −
(
∂H

∂qi
+ pαi

∂H

∂sα

)
,

(Xα)α = pαi
∂H

∂pαi
−H .

(7.6)

Proposition 7.2.5. Consider an integrable k-vector field X ∈ Xk(M). Then, every

integral section ψ : D ⊂ Rk →M of X satisfies the k-contact Hamilton–De Donder–

Weyl equation (7.3) if, and only if, X is a solution to (7.5).

Proof. This proposition is a direct consequence of equations (7.3) and (7.5), and of

the fact that if X is integrable, then every point of M is in the image of an integral

section of X.

Remark 7.2.6. It is important to point out that, as in the k-symplectic case, equa-

tions (7.3) and (7.5) are not fully equivalent because a solution to (7.3) may not be

an integral section of an integrable k-vector field solution to (7.5). This fact will be

of interest when studying symmetries and dissipated quantities.

Proposition 7.2.7. The k-contact Hamilton–De Donder–Weyl equations (7.5) are

equivalent to {
LXαη

α = −(LRαH)ηα ,

i(Xα)ηα = −H .
(7.7)

To end this section, we are going to offer a sufficient for a k-vector field to be

a solution to the Hamilton–De Donder–Weyl equations (7.5) without making use of

the Reeb vector fields Rα. This may be useful when dealing with singular systems,

where the Reeb vector fields are not uniquely defined.

Theorem 7.2.8. Consider a k-contact Hamiltonian system (M,ηα, H) and the 2-

forms

Ωα = −Hdηα + dH ∧ ηα .
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Let O be the open set O = {p ∈ M | H(p) 6= 0} ⊂ M . Then, if a k-vector field

X = (Xα) ∈ Xk(M) satisfies equations{
i(Xα)Ωα = 0 ,

i(Xα)ηα = −H ,
(7.8)

on O, it is also a solution of the Hamilton–De Donder–Weyl equations (7.5) on the

open set O.

Proof. Let X be a k-vector field satisfying equations (7.8). Then,

0 = i(Xα)Ωα = −Hi(Xα)dηα + (i(Xα)dH)ηα +HdH ,

and thus,

Hi(Xα)dηα = (i(Xα)dH)ηα +HdH . (7.9)

Now, if we contract this last equation with every Reeb vector field Rβ , we get

0 = Hi(Rβ)i(Xα)dηα

= (i(Xα)dH)i(Rβ)ηα +Hi(Rβ)dH

= (i(Xα)dH)δαβ +Hi(Rβ)dH ,

and hence,

i(Xβ)dH = −Hi(Rβ)dH

for every β. Using this fact in equation (7.9), we obtain

Hi(Xα)dηα = H(dH − (i(Rα)dH)ηα) = H(dH − (Rα(H))ηα) ,

and hence i(Xα)dηα = dH − (Rα(H))ηα wherever H 6= 0.

Taking into account Definition 7.2.1 and Proposition 7.2.5, we have the following

result.

Proposition 7.2.9. On the open subset O = {p ∈ M | H(p) 6= 0} ⊂ M , if a map

ψ : D ⊂ Rk →M is an integral section of a k-vector field solution to equations (7.8),

then it is a solution to {
i(ψ′α)Ωα = 0 ,

i(ψ′α)ηα = −H ◦ ψ .
(7.10)

7.3 Symmetries of k-contact Hamiltonian systems

There are many different notions of symmetry of a given problem, depending on the

structure preserved. In some cases, one puts the emphasis on the transformations

preserving the underlying geometric structures of the problem, or on the transfor-

mations that preserve its solutions [89]. In particular, this has been done in the



106 Xavier Rivas — Geometrical aspects of contact systems and field theories

case of k-symplectic Hamiltonian systems [137]. We will apply these ideas to the

case of k-contact Hamiltonian systems. We will begin by defining those symmetries

preserving the solutions of the systems.

Definition 7.3.1. Consider a k-contact Hamiltonian system (M,ηα, H).

• A dynamical symmetry is a diffeomorphism Φ: M →M such that if ψ is a

solution to the k-contact Hamilton–De Donder–Weyl equations (7.3), then so

is Φ ◦ ψ.

• An infinitesimal dynamical symmetry is a vector field Y ∈ X(M) such

that its local flow is made of local dynamical symmetries.

Before giving a characterization of symmetries in terms of k-vector fields, we need

to recall a fact about k-vector fields and integral sections.

Lemma 7.3.2. Consider a k-vector field X = (Xα) ∈ Xk(M) and a diffeomorphism

Φ: M →M . If a map ψ is an integral section of X, then Φ ◦ψ is an integral section

of the k-vector field Φ∗X = (Φ∗Xα). In particular, if X is integrable, so is Φ∗X.

With this in mind, we have the following result.

Proposition 7.3.3. If Φ ∈ Diff(M) is a dynamical symmetry, then, if X is an inte-

grable k-vector field solution to the k-contact Hamilton–De Donder–Weyl equations

for fields (7.5), Φ∗X is another solution.

Conversely, if Φ transforms every k-vector field X solution to (7.5) into another

solution, then for every integral section ψ of X, we have that Φ ◦ ψ is a solution to

the k-contact Hamilton–De Donder–Weyl equations for sections (7.3).

Proof. (⇒) Let x ∈M and let ψ be an integral section of the k-vector field X passing

through the point Φ−1(x), i.e., ψ(t0) = Φ−1(x). The map ψ is a solution to equations

(7.3) and, as Φ is a dynamical symmetry, so is Φ ◦ ψ. By the preceding lemma, it is

an integral section of Φ∗X through the point Φ(ψ(t0)) = Φ(Φ−1(x)) = x and thus we

have that Φ∗X has to be a solution to (7.5) at the points (Φ◦ψ)(t) and, in particular,

at the point (Φ ◦ ψ)(t0) = x.

(⇐) Let X ∈ Xk(M) be a solution to (7.5) and let ψ : D ⊂ Rk →M be an integral

section of the k-vector field X. By hypothesis, Φ∗X is also a solution to (7.5). Then,

by the previous lemma, we have that Φ ◦ ψ is a solution to equations (7.3).

Another kind of symmetry are those preserving the geometric structures of the

problem.

Definition 7.3.4. Consider a k-contact Hamiltonian system (M,ηα, H).

• A Hamiltonian k-contact symmetry is a diffeomorphism Φ ∈ Diff(M) such

that

Φ∗ηα = ηα , Φ∗H = H .
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• An infinitesimal Hamiltonian k-contact symmetry is a vector field Y ∈
X(M) whose local flow is a local Hamiltonian k-contact symmetry:

LY η
α = 0 , LYH = 0 .

Proposition 7.3.5. Every (infinitesimal) Hamiltonian k-contact symmetry preserves

the Reeb vector fields:

Φ∗Rα = Rα (or [Y,Rα] = 0) .

Proof. We have that

i(Φ−1
∗ Rα)(Φ∗dηα) = Φ∗i(Rα)dηα = 0 ,

i(Φ−1
∗ Rα)(Φ∗ηα) = Φ∗i(Rα)ηα = 1 ,

and, since Φ∗ηα = ηα and the Reeb vector fields are unique, we conclude that

Φ∗Rα = Rα.

The proof of the infinitesimal case is straightforward from the definition.

The following proposition stablishes the relation between Hamiltonian k-contact

symmetries and dynamical symmetries.

Proposition 7.3.6. (Infinitesimal) Hamiltonian k-contact symmetries are (infinites-

imal) dynamical symmetries.

Proof. Consider a solution ψ of the k-contact Hamilton–De Donder–Weyl equations

(7.3) and a Hamiltonian k-contact symmetry Φ. Then,

i((Φ ◦ ψ)′α)ηα = i(Φ∗(ψ
′
α))((Φ−1)∗ηα)

= (Φ−1)∗i(ψ′α)ηα

= (Φ−1)∗(−H ◦ ψ)

= −H ◦ (Φ ◦ ψ) ,

i((Φ ◦ ψ)′α)dηα = i(Φ∗(ψ
′
α))((Φ−1)∗dηα)

= (Φ−1)∗i(ψ′α)dηα

= (Φ−1)∗
(
(dH − (LRαH)ηα) ◦ ψ

)
=
(

d(Φ−1)∗H −
(
L(Φ−1)∗Rα(Φ−1)∗H

)
(Φ−1)∗ηα

)
◦ (Φ ◦ ψ)

=
(
dH − (LRαH)ηα

)
◦ (Φ ◦ ψ) .

The proof of the infinitesimal case is straightforward from the definition.
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7.4 Dissipation laws

When working with conservative mechanical systems, it is often of great interest

to find quantities which are preserved along a solution. These quantities are called

conserved quantities. Some examples of usual conserved quantities in mechanics are

the energy or the different momenta. In the case of systems with dissipation, these

quantities are not preserved, but dissipated. This behaviour was described in the

case of contact systems in the so-called energy dissipation theorem 2.2.4, which says

that, if XH is a contact Hamiltonian vector field of a contact Hamiltonian vector

field (M,η,H), then

LXHH = −(LRH)H .

This last equations tells us that, in a contact system, the dissipations are exponentials

with rate −LRH.

In the case of dissipative field theories, a similar structure can be observed in

the first equation of (7.7), which can be understood as the dissipation of the contact

1-forms ηα. Now, taking into account the definition of conservation law for field

theories stated in [126] and Remark 7.2.6, we can define:

Definition 7.4.1. Consider a k-contact Hamiltonian system (M,ηα, H) and a map

F : M → Rk given by F = (F 1, . . . , F k). Then, F is said to satisfy

• the dissipation law for sections if, for every solution ψ to the k-contact

Hamilton–De Donder–Weyl equations (7.3), the divergence of (F ◦ ψ) = (Fα ◦
ψ) : Rk → Rk, defined as

div(F ◦ ψ) =
∂(Fα ◦ ψ)

∂tα
,

satisfies that

div(F ◦ ψ) = −
(
(LRαH)Fα

)
◦ ψ . (7.11)

• the dissipation law for k-vector fields if, for every X = (Xα) ∈ Xk(M)

solution to the k-contact Hamilton–De Donder–Weyl equations (7.5), we have

that

LXαF
α = −(LRαH)Fα . (7.12)

The relationship between these two different notions of dissipation law is given

by the following proposition.

Proposition 7.4.2. Let F = (Fα) : M → Rk be a map satisfying the dissipation

law for sections (7.11). Then, for every integrable k-vector field X = (Xα) solution

to the k-contact Hamilton–De Donder–Weyl equations for fields (7.5), we have that

(7.12) holds for X.

Conversely, if F satisfies the dissipation law for fields (7.12) for a k-vector field

X = (Xα) ∈ Xk(M), then the dissipation law for sections (7.11) holds for every

integral section ψ of X.
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Proof. Let X = (Xα) ∈ Xk(M) be an integrable k-vector field solution to (7.5), let

ψ : Rk → M be an integral section of X and consider a map F = (Fα) : M → Rk

satisfying the dissipation law for section (7.11). Then, by Proposition 7.2.5, ψ is a

solution to the k-contact Hamilton–De Donder–Weyl equations (7.3). Hence,

(LXαF
α) ◦ ψ =

d

dtα
(Fα ◦ ψ) = div(F ◦ ψ) = −

(
(LRαH)Fα

)
◦ ψ ,

and as X is integrable, there exists an integral section through every point.

Conversely, if (7.12) holds, then the statement is a direct consequence of the

above expression.

Lemma 7.4.3. Let Y ∈ X(M) be an infinitesimal dynamical symmetry. Then, for

every k-vector field X = (Xα) solution to the k-contact Hamilton–De Donder–Weyl

equations (7.5), we have

i([Y,Xα])ηα = 0 , i([Y,Xα])dηα = 0 .

Proof. Let Fε be the local 1-parameter group of diffeomorphisms generated by Y .

As Y is an infinitesimal dynamical symmetry, we have that

i(F ∗εXα)ηα = i(Xα)ηα ,

because both are solutions to the Hamilton–De Donder–Weyl equations (7.5). Then,

as the contraction is continuous, we have

i([Y,Xα])ηα = i

(
lim
ε→0

F ∗εXα −Xα

ε

)
ηα = lim

ε→0

i(F ∗εXα)ηα − i(Xα)ηα

ε
= 0 .

The proof of the second equality is completely analogous.

The last theorem of this section relates dissipation laws for k-vector fields with

infinitesimal dynamical symmetries.

Theorem 7.4.4 (Dissipation theorem for k-contact Hamiltonian systems). Let Y be

an infinitesimal dynamical symmetry. Then, Fα = −i(Y )ηα satisfies the dissipation

law for k-vector fields.

Proof. Let X = (Xα) ∈ Xk(M) be a solution to the k-contact Hamilton–De Donder–

Weyl equations (7.5). By Lemma 7.4.3, we have that i([Y,Xα])ηα = 0. Hence,

LXα(i(Y )ηα) = i([Xα, Y ])ηα + i(Y )LXαη
α = −(LRαH)i(Y )ηα .



110 Xavier Rivas — Geometrical aspects of contact systems and field theories



Chapter 8

k-contact Lagrangian systems

In this chapter we are going to develop a geometric formalism to deal with dissipative

Lagrangian field theories. We will use the geometric framework of k-contact geom-

etry introduced in Section 7.1. In Section 8.1 we begin by extending the canonical

structures of the bundle ⊕kTQ to ⊕kTQ×Rk. These structures permit us to intro-

duce the notions of second-order partial differential equation and holonomic section.

Given a Lagrangian function, we define its associated Lagrangian energy, Cartan

forms and contact forms. With all these geometric tools we can finally introduce

k-contact Lagrangian systems. Finally, we define the Legendre map associated to

a Lagrangian function, which allow us to classify Lagrangians as regular (or hyper-

regular) and singular. In Section 8.2 we use the notions introduced in the previous

section and in Chapter 7 to write the k-contact Lagrangian equations for k-vector

fields and the k-contact Euler–Lagrange equations. Section 8.3 deals with the k-

contact formalism for singular Lagrangian functions. This will be of special interest

when developing the Skinner–Rusk formalism for k-contact systems in Chapter 9. In

Sections 8.4 and 8.5 we adapt the different notions of symmetry and dissipation laws

for k-contact Hamiltonian systems introduced in Sections 7.3 and 7.4 to k-contact

Lagrangian systems. Finally, Section 8.6 is devoted to study the symmetries of the

Lagrangian function of k-contact Lagrangian systems. The main reference on this

topic is [69].

8.1 Lagrangian formalism for k-contact systems

Throughout this chapter, our phase space we will be the bundle ⊕kTQ × Rk with

natural projections

τ̄1 : ⊕k TQ× Rk → ⊕kTQ , τ̄α : ⊕k TQ× Rk → TQ , sα : ⊕k TQ× Rk → R ,

and equipped with coordinates (qi, viα, s
α). As ⊕kTQ × Rk → ⊕kTQ is a trivial

bundle, the canonical structures in ⊕kTQ defined in the beginning of Section 5.4

(the canonical k-tangent structure and the Liouville vector field) can be extended to

⊕kTQ× Rk in a natural way, and are denoted with the same notation (Jα) and ∆.

111
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Their coordinate expressions remain the same:

Jα =
∂

∂viα
⊗ dqi , ∆ = viα

∂

∂viα
.

Using these canonical structures, one can also extend the notion of sopde to ⊕kTQ×
Rk:

Definition 8.1.1. A k-vector field Γ = (Γα) ∈ Xk(⊕kTQ× Rk) is a second-order

partial differential equation (sopde for short) if

Jα(Γα) = ∆ .

In local coordinates, a sopde reads

Γα = viα
∂

∂qi
+ (Γα)iβ

∂

∂viβ
(Γα)β

∂

∂sβ
.

Definition 8.1.2. Consider a map ψ : Rk → Q×Rk with ψ = (φ, sα), where φ : Rk →
Q. The first prolongation of ψ to ⊕kTQ × Rk is the map ψ′ : Rk → ⊕kTQ × Rk

given by ψ′ = (φ′, sα), where φ′ is the first prolongation of φ to ⊕kTQ defined in

5.1.2. The map ψ′ is said to be holonomic.

Proposition 8.1.3. A k-vector field Γ ∈ Xk(⊕kTQ × Rk) is a sopde if, and only

if, its integral sections are holonomic.

With these geometric tools in mind, we can now state the Lagrangian formalism

for field theories with dissipation.

Definition 8.1.4. A Lagrangian function is a function L ∈ C∞(⊕kTQ × Rk).

We can define:

• The Lagrangian energy associated to L is the function

EL = ∆(L)− L ∈ C∞(⊕kTQ× Rk) .

• The Cartan forms associated to L are

θαL =
t
Jα ◦ dL ∈ Ω1(⊕kTQ× Rk) , ωαL = −dθαL ∈ Ω2(⊕kTQ× Rk) .

• The contact forms associated to L are

ηαL = dsα − θαL ∈ Ω1(⊕kTQ× Rk) .

• The couple (⊕kTQ× Rk,L) is a k-contact Lagrangian system.
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Notice that dηαL = ωαL. Taking natural coordinates (qi, viα, s
α) in ⊕kTQ×Rk, the

local expressions of the elements introduced in the previous definition are

EL = viα
∂L
∂viα
− L ,

θαL =
∂L
∂viα

dqi ,

ωαL = − ∂2L
∂qj∂viα

dqj ∧ dqi − ∂2L
∂vjβ∂v

i
α

dvjβ ∧ dqi − ∂2L
∂sβ∂viα

dsβ ∧ dqi ,

ηαL = dsα − ∂L
∂viα

dqi .

Now, taking into account Definitions 1.3.5 and 1.3.6, we can define the Legendre map

for k-contact Lagrangian systems.

Definition 8.1.5. Consider a Lagrangian function L ∈ C∞(⊕kTQ × Rk). The

Legendre map associated to L is the fibre derivative of L, considered as a function

on the vector bundle ⊕kTQ× Rk → Q× Rk; that is, the map

FL : ⊕k TQ× Rk → ⊕kT∗Q× Rk ,

given by

FL(v1q, . . . , vkq; s
α) =

(
FL(·, sα)(v1q, . . . , vkq); s

α
)
,

where (v1q, . . . , vkq) ∈ ⊕kTQ and L(·, sα) denotes the Lagrangian function with sα

freezed.

The local expression of the Legendre map defined above is

FL(qi, viα, s
α) =

(
qi,

∂L
∂viα

, sα
)
.

The Legendre map allows us to give an alternative definition of the Cartan forms.

We have that

θαL = FL∗θα , ωαL = FL∗ωα ,

where θα, ωα are the extensions to ⊕kT∗Q × Rk of the canonical forms of ⊕kT∗Q

defined in Example 5.2.3.

Proposition 8.1.6. Let L ∈ C∞(⊕kTQ×Rk) be a Lagrangian function. Then, the

following are equivalent:

(1) The Legendre map FL is a local diffeomorphism.

(2) The fibre Hessian of L

F2L : ⊕k TQ× Rk → (⊕kT∗Q× Rk)⊗ (⊕kT∗Q× Rk) ,

is everywhere nondegenerate (the tensor product is of vector bundles over Q×Rk).
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(3) The couple (⊕kTQ× Rk, ηαL) is a k-contact manifold.

Proof. Taking natural coordinates (qi, viα, s
α) in ⊕kTQ× Rk, it is clear that

FL(qi, viα, s
α) =

(
qi,

∂L
∂viα

, sα
)
, (8.1)

F2L(qi, viα, s
α) =

(
qi,Wαβ

ij , s
α
)
, where Wαβ

ij =

(
∂2L

∂viα∂v
j
β

)
. (8.2)

Then, the conditions in the proposition mean that the matrix W =
(
Wαβ
ij

)
is every-

where nonsingular.

Definition 8.1.7. Let L ∈ C∞(⊕kTQ × Rk) be a Lagrangian function. The La-

grangian L is said to be regular if the equivalent statements in Proposition 8.1.6

hold. Otherwise, L is a singular Lagrangian. In particular, if FL is a global diffeo-

morphism, L is said to be a hyperregular Lagrangian.

Consider a regular k-contact Lagrangian system (⊕kTQ × Rk,L). By Theorem

7.1.6, we have that the Reeb vector fields (RL)α ∈ X(⊕kTQ×Rk) for this Lagrangian

system are the unique solution to{
i
(
(RL)α

)
dηβL = 0 ,

i
(
(RL)α

)
ηβL = δβα .

The local expression of the Reeb vector fields (RL)α is

(RL)α =
∂

∂sα
−W ji

γβ

∂2L
∂sα∂vjγ

∂

∂viβ
,

where W ij
αβ is inverse of the Hessian matrix, namely

W ij
αβ

∂2L
∂vjβ∂v

k
γ

= δikδ
γ
α .

8.2 k-contact Euler–Lagrange equations

As a consequence of the results and definitions of the previous section, we have

that every regular (resp. singular) k-contact Lagrangian system (⊕kTQ × Rk,L)

has associated the k-contact (resp. k-precontact) Hamiltonian system (⊕kTQ ×
Rk, ηαL, EL). With this fact in mind, we can define

Definition 8.2.1. Consider a k-contact Lagrangian system (⊕kTQ×Rk,L). The k-

contact Euler–Lagrange equations for a holonomic map ψ : Rk → ⊕kTQ×Rk
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are {
i(ψ′α)dηαL =

(
dEL − (L(RL)αEL)ηαL

)
◦ ψ ,

i(ψ′α)ηαL = −EL ◦ ψ .
(8.3)

The k-contact Lagrangian equations for a k-vector field X = (Xα) ∈ Xk(⊕kTQ×
Rk) are {

i(Xα)dηαL = dEL − (L(RL)αEL)ηαL ,

i(Xα)ηαL = −EL .
(8.4)

A k-vector field X solution to the k-contact Lagrangian equations (8.4) is called a

k-contact Lagrangian k-vector field.

The following proposition ensures the existence of solutions to equations 8.4.

Proposition 8.2.2. Consider a regular k-contact Lagrangian system (⊕kTQ×Rk,L).

Then, the k-contact Lagrangian equations (8.4) admit solutions. They are not unique

if k > 1.

Proof. The proof of this result is the same as that of Proposition 7.2.4.

Taking natural coordinates (qi, viα, s
α) in ⊕kTQ× Rk, equations (8.3) read

∂

∂tα

(
∂L
∂viα
◦ ψ
)

=

(
∂L
∂qi

+
∂L
∂sα

∂L
∂viα

)
◦ ψ ,

∂(sα ◦ ψ)

∂tα
= L ◦ ψ .

(8.5)

On the other hand, for a k-vector field X = (Xα) ∈ Xk(⊕kTQ × Rk) with local

expression

Xα = (Xα)i
∂

∂qi
+ (Xα)iβ

∂

∂viβ
+ (Xα)β

∂

∂sβ
,

the k-contact Lagrangian equations (8.4) read

0 =
(
(Xα)j − vjα

) ∂2L
∂vjα∂sβ

, (8.6)

0 =
(
(Xα)j − vjα

) ∂2L
∂viβ∂v

j
α

, (8.7)

0 =
(
(Xα)j − vjα

) ∂2L
∂qi∂vjα

+
∂L
∂qi
− ∂2L
∂sβ∂viα

(Xα)β

− ∂2L
∂qj∂viα

(Xα)j − ∂2L
∂vjβ∂v

i
α

(Xα)jβ +
∂L
∂sα

∂L
∂viα

, (8.8)

0 = L+
∂L
∂viα

(
(Xα)i − viα

)
− (Xα)α . (8.9)

If the Lagrangian L is regular, equations (8.7) lead to (Xα)i = viα, which are the

sopde conditions for the k-vector field X. In this case, (8.6) holds identically and
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(8.8) and (8.9) give

− ∂L
∂qi

+
∂2L

∂sβ∂viα
(Xα)β +

∂2L
∂qj∂viα

vjα +
∂2L

∂vjβ∂v
i
α

(Xα)jβ =
∂L
∂sα

∂L
∂viα

, (8.10)

(Xα)α = L . (8.11)

Notice that, if the sopde X is integrable, equations (8.10) and (8.11) are the Euler–

Lagrange equations (8.5) for its integral maps. Hence, we have proved the following

proposition.

Proposition 8.2.3. If L ∈ C∞(⊕kTQ × Rk) is a regular Lagrangian, the corre-

sponding Lagrangian k-vector fields X (solutions to the k-contact Lagrangian equa-

tions (8.4)) are sopdes and if, in addition, X is integrable, its integral maps are

solutions to the k-contact Euler–Lagrange field equations (8.3).

This sopde X is called the Euler–Lagrange k-vector field associated to the

Lagrangian L.

Remark 8.2.4. Notice that, in the Lagrangian formalism of dissipative field theo-

ries, the second equation in (8.5) relates the variation of the coordinates sα to the

Lagrangian function L.

Remark 8.2.5. If the Lagrangian L is regular or hyperregular, the Legendre map FL
is a (local) diffeomorphism between (⊕kTQ×Rk, ηαL) and (⊕kT∗Q×Rk, ηα), where

FL∗ηα = ηαL. Moreover, there exists, at least locally, a function H ∈ C∞(⊕kT∗Q×
Rk) such that H = EL ◦ FL−1. Then, we have the k-contact Hamiltonian system

(⊕kT∗Q×Rk, ηα, H), for which FL∗(RL)α = Rα. Hence, if Γ is an Euler–Lagrange

k-vector field associated to the Lagrangian L in ⊕kTQ× Rk, we have that FL∗Γ =

X is a k-contact Hamiltonian k-vector field associated to H in ⊕kT∗Q × Rk, and

conversely.

Remark 8.2.6. If the Lagrangian L is not regular, equations (8.3) and (8.4) do not

have solutions everywhere in ⊕kTQ × Rk but, in the most favourable cases, they

do have solutions in a submanifold S ↪→ ⊕kTQ × Rk, which can be obtained by

applying an appropiate constraint algorithm. However, solutions to (8.4) need not to

be sopdes. In these cases, the sopde condition has to be imposed as an additional

condition. In the next section we will study this case in more detail.

Remark 8.2.7. In the particular case k = 1, we obtain the contact Lagrangian

formalism for mechanical systems with dissipation [40, 68].

8.3 The singular case: k-precontact Lagrangian and

Hamiltonian systems

In the case of singular Lagrangians, most of the results and properties stated in the

above sections do not hold.
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In this case, for the Lagrangian formalism, the couple (⊕kTQ× Rk, ηαL) is not a

k-contact manifold, but a k-precontact one (see Remark 7.1.12, and hence the Reeb

vector fields are not uniquely defined. Nevertheless, the k-contact Euler–Lagrange

and Lagrangian equations (8.3) and (8.4) for the system (⊕kTQ × Rk, ηαL, EL) are

independent on the family of Reeb vector fields Rα used (as it is proved in [40]

for the case k = 1). In any case, in the singular case, solutions to the k-contact

Lagrangian are not necessarily sopdes and this condition must be added to the k-

contact Lagrangian equation (8.4). Moreover, the field equations are not necessarily

consistent everywhere on ⊕kTQ×Rk and we have to implement a suitable constraint

algorithm in order to find a submanifold Sf ↪→ ⊕kTQ×Rk (if it exists) where there

are sopde k-vector fields in ⊕kTQ × Rk, tangent to the submanifold Sf , which are

solutions to equations (8.4) on Sf .

In order to state the Hamiltonian formalism for the singular case, we need to

assume some minimal regularity conditions. So, following [79], we define:

Definition 8.3.1. A singular Lagrangian L is said to be almost-regular if the

following conditions hold:

(1) The submanifold P = FL(⊕kTQ× Rk) ⊂ ⊕kT∗Q× Rk is closed.

(2) The Legendre map FL is a submersion onto its image P.

(3) For every p ∈ P, the fibre FL−1(p) ⊂ ⊕kTQ× Rk is a connected submanifold.

Then, if jP : P ↪→ ⊕kT∗Q× Rk is the natural embedding and ηαP = j∗Pη
αΩ1(P),

we have that (P, ηαP) is a k-precontact manifold (see Remark 7.1.12. Moreover, the

Lagrangian energy EL is FL-projectable and there is a unique HP ∈ C∞(P) such

that EL = FL∗0HP , where FL0 : ⊕k TQ × Rk → P is defined by FL = jP ◦ FL0.

Hence, on the submanifold P there is a Hamiltonian formalism associated to the

Lagrangian system, and the k-contact Hamilton–De Donde–Weyl equations for a

k-vector field Y = (Yα) ∈ Xk(P) are{
i(Yα)dηαP = dHP − (LRαHP)ηαP ,

i(Yα)ηαP = −HP .
(8.12)

As in the Lagrangian formalism, equations (8.12) are not necessarily compatible

everywhere in P and the constraint algorithm should also be implemented to find

a submanifold Pf ↪→ P (if possible) where there are k-vector fields tangent to Pf
which are solutions to equations (8.12) on Pf .

As a final remark, we will recall the guidelines of the constraint algorithm (see

Chapter 6 for more details). Let (M,ηα, H) be a k-precontact Hamiltonian system

and consider the k-contact Hamiltonian field equations (7.5).

• The first step consists in finding the compatibility conditions: Let M1 be

the subset of M where a solution to (7.5) exists, namely,

M1 = {p ∈M | ∃(Y1, . . . , Yk) ∈ ⊕kTpM solution to (7.5)} .
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If M1 ↪→ M is a submanifold, there exists a section of the natural projection

τ1
M : ⊕k TM → M defined on M1 solution to (7.5), but which may not be a

k-vector field on M1.

• Then we apply the tangency condition: define a new subset M2 ⊂M1 as

M2 = {p ∈M1 | ∃(Y1, . . . , Yk) ∈ ⊕kTpM1 solution to (7.5)} .

Assuming that M2 ↪→ M1 is a submanifold, then there exists a section of the

projection τ1
M1

: ⊕kTM1 →M1 defined on M2 solution to equations (7.5) which

may not be a k-vector field on M2.

Taking a basis of independent constraint functions {ζI} locally defining M1,

the constraints defining M2 are given by

(LYαζ
I)
∣∣
M1

= 0 .

• Iterating this procedure, we can obtain a sequence of constraint submani-

folds

· · · ↪→Mi ↪→ · · · ↪→M2 ↪→M1 ↪→M .

If this procedure stabilizes, that is, there exists a natural number f ∈ N such

that Mf+1 = Mf and dimMf > 0, we say that Mf is the final constraint

submanifold, where we can find solutions to equations (7.5). Notice that

the k-vector field solution may not be unique and, in general, they are not

integrable.

8.4 Symmetries of k-contact Lagrangian systems

In this section we are going to define and study different notions of symmetry of a

k-contact Lagrangian system. There are many kinds of symmetries, depending on

the structure that they preserve. The most important types of symmetries are those

transformations that preserve the solutions of the system and those preserving its

geometric structure (see [18, 89, 137]). We are going to follow the same guidelines

as in Section 7.3. Hence, the following definitions and properties are adapted from

the ones stated for k-contact Hamiltonian systems to the case of a regular k-contact

Lagrangian system (⊕kTQ× Rk,L). The ommited proofs are completely analogous

to the ones in Section 7.3.

We will begin by introducing the notion of dynamical symmetries for k-contact

Lagrangian systems, namely, the transformations preserving the solutions of the sys-

tem.

Definition 8.4.1. Consider a regular k-contact Lagrangian system (⊕kTQ×Rk,L).

• A Lagrangian dynamical symmetry is a diffeomorphism Φ: ⊕kTQ×Rk →
⊕kTQ × Rk such that, for every solution ψ to the k-contact Euler–Lagrange
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equations (8.3), Φ ◦ ψ is also a solution.

• An infinitesimal Lagrangian dynamical symmetry is a vector field Y ∈
X(⊕kTQ × Rk) such that its local flow is made of local Lagrangian dynamical

symmetries.

Lemma 8.4.2. Consider a diffeomorphism Φ ∈ Diff(⊕kTQ×Rk) and k-vector field

X = (X1, . . . , Xk) ∈ Xk(⊕kTQ × Rk). If a map ψ is an integral section of X, then

Φ ◦ ψ is an integral map of Φ∗X = (Φ∗Xα). In particular, if X is integrable, so is

Φ∗X.

Proposition 8.4.3. Let Φ ∈ Diff(⊕kTQ×Rk) be a Lagrangian dynamical symmetry.

Then, for every integrable k-vector field X ∈ Xk(⊕kTQ×Rk) solution to the k-contact

Lagrangian equations (8.4), Φ∗X is also a solution to (8.4).

Conversely, if Φ ∈ Diff(⊕kTQ×Rk) transforms every solution X to the k-contact

Lagrangian equations (8.4) into another solution, for every integral map ψ of X, we

have that Φ ◦ ψ is a solution to the k-contact Euler–Lagrange equations (8.3).

The second kind of symmetries we will be dealing with are k-contact symme-

tries for Lagrangian systems, that is, the transformations preserving the k-contact

underlying structure.

Definition 8.4.4. Let (⊕kTQ× Rk,L) be a regular k-contact Lagrangian system.

• A Lagrangian k-contact symmetry is a diffeomorphism Φ ∈ Diff(⊕kTQ×
Rk) such that

Φ∗ηαL = ηαL , Φ∗EL = EL .

• An infinitesimal Lagrangian k-contact symmetry is a vector field Y ∈
X(⊕kTQ× Rk) whose local flow is a Lagrangian k-contact symmetry; namely,

LY η
α
L = 0 , LY EL = 0 .

Proposition 8.4.5. Every (infinitesimal) Lagrangian k-contact symmetry preserves

the Reeb vector fields, that is,

Φ∗(RL)α = (RL)α (or [Y, (RL)α] = 0).

As a consequence of this last result, we have the relation between these two types

of symmetries.

Proposition 8.4.6. (Infinitesimal) Lagrangian k-contact symmetries are (infinites-

imal) Lagrangian dynamical symmetries.

8.5 Dissipation laws

Definition 8.5.1. Consider a map ⊕kTQ× Rk → Rk, F = (F 1, . . . , F k). Then, F

is said to satisfy
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• the dissipation law for sections if, for every map ψ solution to the k-contact

Euler–Lagrange equations (8.3), the divergence of F ◦ψ = (Fα ◦ψ) : Rk → Rk,

defined as

div(F ◦ ψ) =
∂(Fα ◦ ψ)

∂tα
,

satisfies that

div(F ◦ ψ) = −
((

L(RL)αEL
)
Fα
)
◦ ψ . (8.13)

• the dissipation law for k-vector fields if, for every k-vector field X = (Xα)

solution to the k-contact Lagrangian equations (8.4), we have that

LXαF
α = −(L(RL)αEL)Fα . (8.14)

These two concepts are partially related by the following proposition.

Proposition 8.5.2. If F = (Fα) fulfills the dissipation law for sections 8.13, for

every integrable k-vector field X solution to the k-contact Lagrangian equations (8.4),

we have that equation (8.14) holds for X.

Conversely, if (8.14) holds for a k-vector fields X, then (8.13) holds for every

integral map ψ of X.

Proposition 8.5.3. Let Y ∈ X(⊕kTQ×Rk) be an infinitesimal Lagrangian dynami-

cal symmetry. Then, for every solution X = (Xα) ∈ Xk(⊕kTQ×Rk) to the k-contact

Lagrangian equations (8.4), we have

i([Y,Xα])ηαL = 0 , i([Y,Xα])dηαL = 0 .

To end this section, we are going to state the Dissipation Theorem for k-contact

Lagrangian systems, which is the analogous of Theorem 7.4.4 to Lagrangian systems.

Theorem 8.5.4 (Dissipation theorem for k-contact Lagrangian systems). Let Y ∈
X(⊕kTQ × Rk) be an infinitesimal Lagrangian dynamical symmetry. Then, Fα =

−i(Y )ηαL satisfies the dissipation law for k-vector fields (8.14).

8.6 Symmetries of the Lagrangian function

Definition 8.6.1. Given a diffeomorphism ϕ : Q→ Q, the diffeomorphism

Φ = (Tkϕ, IdRk) : ⊕k TQ× Rk → ⊕kTQ× Rk ,

where Tkϕ : ⊕T Q → ⊕kTQ denotes the canonical lift of ϕ to ⊕kTQ, is called the

canonical lift of ϕ to ⊕kTQ × Rk. Any transformation Φ of this type is called a

natural transformation ⊕kTQ× Rk.

Definition 8.6.2. Given a vector field Z ∈ X(Q), we define its complete lift to

⊕kTQ×Rk as the vector field ZC ∈ X(⊕kTQ×Rk) whose local flow is the canonical
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lift of the local flow of Z to ⊕kTQ × Rk. Any infinitesimal transformation of this

kind is said to be a natural infinitesimal transformation of ⊕kTQ× Rk.

Let (⊕kTQ× Rk,L) be a regular k-contact Lagrangian system. It is well known

that the canonical k-tangent structure (Jα) and the Liouville vector field ∆ in ⊕kTQ

are invariant under the action of canonical lifts of diffomorphisms and vector fields

from Q to ⊕kTQ. Then, it is easy to prove that the canonical structures (Jα) and

∆ and the Reeb vector fields (RL)α in ⊕kTQ × Rk are also preserved by canonical

lifts of diffeomorphisms and vector fields from Q to ⊕kTQ× Rk.

Hence, we have the following relation between Lagrangian-preserving natural

transformations and Lagrangian k-contact symmetries.

Proposition 8.6.3. If Φ ∈ Diff(⊕kTQ × Rk) (resp. Y ∈ X(⊕kTQ × Rk)) is a

canonical lift to ⊕kTQ × Rk of a diffeomorphism ϕ ∈ Diff(Q) (resp. of a vector

field Z ∈ X(Q)) that leaves the Lagrangian L invariant, then it is an (infinitesimal)

Lagrangian k-contact symmetry, that is,

Φ∗ηαL = ηαL , Φ∗EL = EL (resp. LY η
α
L = 0, LY EL = 0).

Hence, by Proposition 8.4.6, it is also an (infinitesimal) Lagrangian dynamical sym-

metry.

As a direct consequence of the above result, we have the following momentum

dissipation theorem.

Proposition 8.6.4. If
∂L
∂qi

= 0, then
∂

∂qi
is an infinitesimal contact symmetry and

its associated dissipation law is given by the “momenta”
∂L
∂viα

. That is, for every

k-vector field X = (Xα) solution to the k-contact Lagrangian equations (8.4), we

have

LXα

(
∂L
∂viα

)
= −(L(RL)αEL)

∂L
∂viα

=
∂L
∂sα

∂L
∂viα

.
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Chapter 9

Skinner–Rusk formalism for

k-contact field theories

In this chapter we develop the Skinner–Rusk formalism [105, 143] for k-contact

systems. This formalism is particularly interesting when dealing with singular La-

grangians. One of the reasons for this is that it includes the second-order condition

even if the Lagrangian function is singular, in contrast with the Lagrangian formalism,

where the holonomy condition must be imposed as an additional requirement. Over

the years, this formalism developed by R. Skinner and R. Rusk has been generalized

to many different types of systems (nonautonomous, vakonomic and holonomic, con-

trol, first-order field theories and higher order mechanical systems and field theories)

[9, 10, 19, 20, 32, 33, 44, 60, 71, 84, 87, 129, 130, 131, 133, 134, 152].

In Chapter 3, we already developed this unified formalism in the case of contact

systems (see [36] for more details). In order to generalize the Skinner–Rusk for

contact systems to k-contact systems, we will follow the work done in [133] and

[134], where the authors generalized the Skinner–Rusk formalism to k-symplectic

and k-cosymplectic field theories.

In Section 9.1 we present the extended Pontryagin bundle and its canonical geo-

metric structures: the coupling function, the canonical 1-forms, the canonical 2-

forms and the contact 1-forms. We also define the notion of sopde in the extended

Pontryagin bundle and state the existence of Reeb vector fields. Finally, we define

the Hamiltonian function associated to a Lagrangian function. With this geometric

framework, in Section 9.2 we are able to state the Lagrangian–Hamiltonian problem

and apply the constraint algorithm described in Section 8.3 to solve it. To end this

chapter, in Section 9.3 we show that we can recover both the Lagrangian and Hamil-

tonian formalisms from the Skinner–Rusk formalism developed in this chapter. This

chapter is based in [93].

123
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9.1 The extended Pontryagin bundle: k-precontact

canonical structure

Consider a k-contact field theory with configuration manifold Q×Rk with dimQ = n

and coordinates (qi, sα). Consider the bundles ⊕kTQ×Rk and ⊕kT∗Q×Rk endowed

with canonical coordinates (qi, viα, s
α) and (qi, pαi , s

α) respectively. In these bundles,

we have the following natural projections

τ1 : ⊕k TQ× Rk → ⊕kTQ , τ0 : ⊕k TQ× Rk → Q× Rk ,
π1 : ⊕k T∗Q× Rk → ⊕kT∗Q , π0 : ⊕k T∗Q× Rk → Q× Rk .

Denoting by dsα the volume forms of the different copies of R and its pull-backs to all

the manifolds by the corresponding projections, we can consider the canonical forms

θ ∈ Ω1(T∗Q) and ω ∈ Ω2(T∗Q) with local expressions θ = pidq
i and ω = dqi ∧ dpi

in T∗Q. We will denote by θα and ωα their pull-backs to ⊕kT∗Q and ⊕kT∗Q×Rk,

which have coordinate expressions

θα = pαi dqi , ωα = dqi ∧ dpαi .

Definition 9.1.1. The extended Pontryagin bundle or extended unified bun-

dle of a manifold Q is the bundle W = ⊕kTQ ×Q ⊕kT∗Q × Rk, and it is equipped

with the natural projections

ρ1 : W → ⊕kTQ× Rk , ρ2 : W → ⊕kT∗Q× Rk ,
ρ0 : W → Q× Rk , sα : W → R .

The following diagram summarizes the projections described above:

W = ⊕kTQ×Q ⊕kT∗Q× Rk

⊕kTQ× Rk ⊕kT∗Q× Rk

Q× Rk

⊕kTQ ⊕kT∗Q

R

T∗Q

ρ1 ρ2
ρ0

FL

τ0

τ1

π0

π1

πα1πα2

πα

sα

The extended Pontryagin bundle of a manifold Q endowed with coordinates (qi)
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has natural coordinates (qi, viα, p
α
i , s

α).

Definition 9.1.2. A map ψ : Rk → W is said to be holonomic if ρ1 ◦ ψ : Rk →
⊕kTQ × Rk is holonomic (see Definition 8.1.2). A k-vector field Z ∈ Xk(W) is a

second-order partial differential equation in W (sopde for short) if its integral

sections are holonomic in W.

A holonomic map ψ : Rk →W has local expression

ψ(t) =

(
ψi(t),

∂ψi

∂tα
(t), ψαi (t), ψα(t)

)
,

while a sopde k-vector field Z = (Z1, . . . , Zk) ∈ Xk(W) has local expression

Zα = viα
∂

∂qi
+ (Zα)iβ

∂

∂viβ
+ (Zα)βi

∂

∂pβi
+ (Zα)β

∂

∂sβ
.

The extended Pontryagin bundle has the following canonical structures:

Definition 9.1.3. Let W = ⊕kTQ ×Q ⊕kT∗Q × Rk be the extended Pontryagin

bundle of a manifold Q.

• The coupling function in W is the map C : W → R defined as

C(v1q, . . . , vkq, ϑ
1
q, . . . , ϑ

1
q, s

α) = ϑαq (vαq) .

• The canonical 1-forms are the forms Θα = ρ∗2 θ
α ∈ Ω1(W).

• The canonical 2-forms are Ωα = ρ∗2 ω
α = −dΘα ∈ Ω2(W).

• The contact 1-forms are the forms ηα = dsα − Θα ∈ Ω1(W). Notice that

dηα = Ωα.

Taking canonical coordinates (qi, viα, p
α
i , s

α) in W, these natural structures have

local expressions

Θα = pαi dqi , Ωα = dqi ∧ dpαi , ηα = dsα − pαi dqi .

The family (W, ηα) is a k-precontact manifold.

Proposition 9.1.4. There exists a family of Reeb vector fields R1, . . . ,Rk ∈ X(W)

satisfying the conditions {
i(Rα)dηβ = 0 ,

i(Rα)ηβ = δβα .

Remark 9.1.5. Notice that, as the manifold W is k-precontact, the family (Rα)

of Reeb vector fields is not unique. In fact, when written in natural coordinates,

coordinates, Rα are

Rα =
∂

∂sα
+ (Rα)iβ

∂

∂viβ
,
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where (Rα)iβ ∈ C∞(W) are arbitrary functions in W.

Definition 9.1.6. Consider a Lagrangian function L : ⊕k TQ × Rk → R and let

L = ρ∗1L : W → R. We define the Hamiltonian function associated to L by

H = C − L = pαi v
i
α − L(qj , vjα, s

α) ∈ C∞(W) . (9.1)

Remark 9.1.7. As the manifold W along with the contact 1-forms ηα is a k-

precontact manifold, we have that (W, ηα,H) is a k-precontact Hamiltonian system.

9.2 k-contact dynamical equations

Definition 9.2.1. Consider the k-precontact Hamiltonian system (W, η,H). Its

associated Lagrangian–Hamiltonian problem consists in finding the integral sec-

tions ψ : Rk →W of a k-vector field Z = (Z1, . . . , Zk) ∈ Xk(W) such that{
i(Zα)dηα = dH− (LRαH)ηα ,

i(Zα)ηα = −H ,
(9.2)

or, what is equivalent, {
LZαη

α = −(LRαH)ηα ,

i(Zα)ηα = −H .

Given that (W, ηα,H) is a k-precontact Hamiltonian system, equations (9.2) are

not consistent everywhere inW. In this case, we need to use the constraint algorithm

described in Section 8.3 in order to find (when possible) a final constraint submanifold

of W where the existence of consistent solutions to equations (9.2) is ensured.

Taking canonical coordinates (qi, viα, p
α
i , s

α) in W, the local expression of a k-

vector field Z = (Z1, . . . , Zk) in W is

Zα = (Zα)i
∂

∂qi
+ (Zα)iβ

∂

∂viβ
+ (Zα)βi

∂

∂pβi
+ (Zα)β

∂

∂sβ
.

Hence, we have

i(Zα)dηα = (Zα)idpαi − (Zα)αi dqi ,

i(Zα)ηα = (Zα)α − pαi (Zα)i .

and,

dH = viαdpαi +

(
pαi −

∂L
∂viα

)
dviα −

∂L
∂qi

dqi − ∂L
∂sα

dsα ,

(Rα(H))ηα = − ∂L
∂sα

(dsα − pαi dqi) .
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Taking all this into account, the second equation (9.2) gives

(Zα)α =
(
(Zα)i − viα

)
pαi + L ◦ ρ1 , (9.3)

while the first equation (9.2) gives

(Zα)i = viα (coefficients in dpαi ) , (9.4)

pαi =
∂L
∂viα

=
∂L

∂viα
◦ ρ1 (coefficients in dviα) , (9.5)

(Zα)αi =
∂L

∂qi
◦ ρ1 + pαi

(
∂L

∂sα
◦ ρ1

)
(coefficients in dqi) . (9.6)

From these equations we have that

• Conditions (9.5) and (9.4) imply that (Zα)α = L ◦ ρ1 .

• Equations (9.4) are the sopde conditions for the k-vector field Z. Hence,

as usual, we obtain straightforwardly the sopde condition from the Skinner–

Rusk formalism [143]. This is an important difference with the Lagrangian

formalism, where we need to impose the second order condition in the case of

singular Lagrangians.

• The algebraic equations (9.5) are consistency conditions which define a first

constraint submanifold W1 ↪→W. In fact, W1 is essentially the graph of FL:

W1 =
{

(vq,FL(vq)) ∈ W | vq ∈ ⊕kTQ× Rk
}
.

Notice that this means that the Skinner–Rusk formalism includes the definition

of the Legendre map as a consequence of the constraint algorithm.

With all this in mind, if a k-vector field Z = (Z1, . . . , Zk) is a solution to equations

(9.2) then, Zα has coordinate expression

Zα = viα
∂

∂qi
+ (Zα)iβ

∂

∂viβ
+ (Zα)βi

∂

∂pβi
+ (Zα)β

∂

∂sβ
(on W1) ,

where we have the restrictions
(Zα)α = L ,

(Zα)αi =
∂L
∂qi

+ pαi
∂L
∂sα

.

Remark 9.2.2. It is important to point out that the k-vector field Z does not depend

on the arbitrary functions (Rα)iβ , that is, on the family of Reeb vector fields Rα of

W chosen.

Now the constraint algorithm continues by imposing the tangency of Z to the

first constraint submanifold W1. We denote by ξβj the constraint functions defining
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W1,

ξβj = pβj −
∂L
∂vjβ

.

Imposing the conditions Xα(ξβj ) = 0 we get

0 = Xα(ξβj ) = Xα

(
pβj −

∂L
∂vjβ

)
= (Zα)βj −

∂2L
∂qi∂vjβ

viα −
∂2L

∂viγ∂v
j
β

(Zα)iγ −
∂2L

∂sγ∂vjβ
(Zα)γ (on W1) . (9.7)

Remark 9.2.3. As we are imposing the tangency of the solution to the submanifold

W1, sometimes it may be interesting also to demand the tangency of the Reeb vector

fields to the first constraint submanifold W1. The Reeb vector fields Rα are tangent

to W1 if, and only if,
∂2L

∂sα∂vjγ
+ (Rα)iβ

∂2L
∂viβ∂v

j
γ

= 0 ,

which are conditions for the functions (Rα)iβ . (It is important to remark that this

system of equations might be incompatible).

Notice that, in general, equations (9.2) do not have a unique solution. In fact,

the solutions to (9.2) have the form

(Z1, . . . , Zk) + (ker Ω] ∩ ker η]) ,

where Z = (Z1, . . . , Zk) is a particular solution, Ω] is the morphism given by

Ω] : ⊕k TW −→ T∗W
(Z1, . . . , Zk) 7−→ Ω](Z1, . . . , Zk) = i(Zα)dηα.

and η] is defined as

η](Z1, . . . , Zk) = ηα(Zα) .

At this point we have to distinguish two cases:

• If L is a regular Lagrangian, equations (9.7) allow us to compute the functions

(Zα)iγ . Notice that, although we can ensure the existence of solutions, we do

not have uniqueness of solutions to equations (9.2).

• If the Lagrangian L is singular, equations (9.7) establish some relations among

the functions F iαγ . In addition, some new constraints may appear defining a

new constraint submanifold W2 ↪→ W1 ↪→ W. We must now implement the

constraint algorithm described in Section 8.3 in order to obtain a constraint

submanifold (if it exists) where we can assure the existence of solutions tangent

to this submanifold.
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9.3 Recovering the Lagrangian and the Hamilto-

nian formalisms

Consider the restriction of the projections ρ1 : W → ⊕kTQ×Rk, ρ2 : W → ⊕kT∗Q×
Rk restricted to W1 ⊂ W,

ρ0
1 : W1 → ⊕kTQ× Rk , ρ0

2 : W1 → ⊕kT∗Q× Rk .

Since W1 is the graph of the Legendre transformation FL, it is clear that the pro-

jection ρ0
1 is really a diffeomorphism.

Consider an integrable k-vector field Z = (Z1, . . . , Zk) solution to equations (9.2).

Every integral section ψ : Rk →W, given by ψ(t) = (ψi(t), ψiα(t), ψαi (t), ψα(t)), is of

the form

ψ = (ψL, ψH) ,

with ψL = ρ1 ◦ψ : Rk → ⊕kTQ×Rk, and if ψ takes values in W1, we also have that

ψH = FL ◦ ψL:

ψH(t) = (ρ2 ◦ ψ)(t)

= (ψi(t), ψαi (t), ψα(t))

=

(
ψi(t),

∂L
∂viα

(ψL(t)), ψα(t)

)
= (FL ◦ ψL)(t) ,

where we have used (9.5). Notice that in this way, we can always project from

the Skinner–Rusk formalism onto the Lagrangian or the Hamiltonian formalisms by

restricting to the first or second factor of the extended Pontryagin bundleW. In par-

ticular, relations (9.5) define the image of the Legendre transformation FL(⊕kTQ×
Rk) ⊂ ⊕kT∗Q×Rk. These relations are called primary Hamiltonian constraints.

The following theorem establishes how we can recover the Euler–Lagrange equa-

tions (8.3) from the Skinner–Rusk formalism.

Theorem 9.3.1. Consider an integrable k-vector field Z = (Z1, . . . , Zk) in W, so-

lution to equations (9.2). Let ψ : Rk → W1 ⊂ W be an integral section of Z given

by ψ = (ψL, ψH), with ψH = FL ◦ ψL. Then, ψL is the first prolongation of the

projected section φ = τ0 ◦ ρ0
1 ◦ ψ : Rk → Q×Rk, and φ is a solution to the k-contact

Euler–Lagrange equations (8.3).

Proof. Consider an integral section ψ(t) =
(
ψi(t), ψiα(t), ψαi (t), ψα(t)

)
of the k-vector

field Z. Then, we have that

Zα(ψ(t)) =
∂ψi

∂tα
(t)

∂

∂qi

∣∣∣∣
ψ(t)

+
∂ψiβ
∂tα

(t)
∂

∂viβ

∣∣∣∣∣
ψ(t)

+
∂ψβi
∂tα

(t)
∂

∂pβi

∣∣∣∣∣
ψ(t)

+
∂ψβ

∂tα
(t)

∂

∂sβ

∣∣∣∣
ψ(t)

.

(9.8)
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Now, from (9.3), (9.4), (9.5) and (9.8) we get

∂ψα

∂tα
(t) = (L ◦ ρ1)(ψ(t)) = L(ψL(t)) , (9.9)

ψαi (t) = pαi (ψ(t)) =

(
∂L

∂viα
◦ ρ1

)
(ψ(t)) =

∂L

∂viα
(ψL(t)) , (9.10)

ψiα(t) = viα(ψ(t)) = (Ziα)(ψ(t)) =
∂ψi

∂tα
(t) , (9.11)

∂ψβi
∂tα

(t) = (Zα)βi (ψ(t)) . (9.12)

Using the conditions above and equation (9.6), we obtain

∂ψαi
∂tα

(t) =

(
∂L

∂qi
◦ ρ1

)
(ψ(t)) + pαi (ψ(t))

(
∂L

∂sα
◦ ρ1

)
(ψ(t)) ,

and hence,

∂

∂tα
∂L

∂viα
(ψL(t)) =

∂L

∂qi
(ψL(t)) +

∂L

∂vαi
(ψL(t))

∂L

∂sα
(ψL(t)) ,

ψL =

(
ψi,

∂ψi

∂tα
, ψα

)
.

It is clear that ψL is the first prolongation of the map φ = τ0 ◦ ρ1 ◦ ψ : Rk → Q×Rk

given by φ = (ψi, ψα), which is a solution to the k-contact Euler–Lagrange field

equations (8.5), which is the expression in coordinates of equation (8.3).

The following theorem shows how to recover the k-contact Hamilton field equa-

tions (7.4) from the Skinner–Rusk formalism.

Theorem 9.3.2. Let Z = (Z1, . . . , Zk) be an integrable k-vector field in W solution

to equations (9.2) and ψ : Rk → W1 ⊂ W be an integral section of Z given by

ψ = (ψL, ψH), with ψH = FL ◦ ψL. If the Lagrangian L is regular, ψH is a solution

to the k-contact Hamilton field equations (7.4), where the Hamiltonian function H

is given by EL = H ◦ FL.

Proof. We have that L is a regular Lagrangian and hence, FL is a local diffeo-

morphism. Then, for every point p ∈ ⊕kTQ × Rk, there exists an open subset

U ⊂ ⊕kTQ×Rk containing the point p such that the restriction FL|U : U → FL(U)

is a diffeomorphism. Using this, we can define a function H̃ = EL|U ◦ (FL|U )−1.

From now on, we will consider that the maps EL and FL are restricted to the open

set U . Now, using that EL = H̃ ◦ FL, it is clear that

∂H̃

∂pαi
◦ FL = viα ,

∂H̃

∂qi
◦ FL = − ∂L

∂qi
. (9.13)
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We consider now the subset V = ψ−1
L (U) ⊂ Rk and restrict ψ to V , so we have

ψ|V : V ⊂ Rk → U ⊕Rk FL(U)

t 7→ (ψL(t), ψH(t)) = (ψL(t), (FL ◦ ψL)(t))

Taking into account (9.6), (9.11), (9.12) and (9.13),

∂H̃

∂pαi
(ψH(t)) =

(
∂H̃

∂pαi
◦ FL

)
(ψL(t)) = viα(ψL(t)) =

∂ψi

∂tα
(t) ,

∂H̃

∂qi
(ψH(t)) =

(
∂H̃

∂qi
◦ FL

)
(ψL(t)) = − ∂L

∂qi
(ψL(t)) = −

(
∂L

∂qi
◦ ρ1

)
(ψ(t))

=

(
pαi

(
∂L

∂sα
◦ ρ1

)
− (Zα)αi

)
(ψ(t))

= pαi

(
∂L

∂sα
◦ ρ1

)
(ψ(t))− (Zα)αi (ψ(t))

= pαi
∂L

∂sα
(ψL(t))− ∂ψαi

∂tα
(t) = −pαi

∂EL
∂sα

(ψL(t))− ∂ψαi
∂tα

(t)

= −pαi
∂(H̃ ◦ FL)

∂sα
(ψL(t))− ∂ψαi

∂tα
(t) = −pαi

∂H̃

∂sα
(ψH(t))− ∂ψαi

∂tα
(t) ,

and then 
∂ψi

∂tα
(t) =

∂H̃

∂pαi
(ψH(t)) ,

∂ψαi
∂tα

(t) = −

(
∂H̃

∂qi
+ pαi

∂H̃

∂sα

)
(ψH(t)) .

Finally, considering equation (9.9), we deduce that

∂ψα

∂tα
(t) = L ◦ ψL(t) = pαi

∂ψi

∂tα
(t)− H̃ ◦ ψH =

(
pαi
∂H̃

∂pαi
− H̃

)
(ψH(t)) .

In conclusion, we have that ψH is a solution of the k-contact Hamilton field equations

(7.4) on V .

We have seen that we can recover the Euler–Lagrange field equations and Hamil-

ton field equations from the Skinner–Rusk formalism. Conversely, we have the fol-

lowing result:

Theorem 9.3.3. Let L ∈ C∞(⊕kTQ × Rk) be a regular Lagrangian function and

consider a k-vector field X = (X1, . . . , Xk) in ⊕kTQ×Rk, solution to the k-contact

Lagrangian equations (8.4). Then, the k-vector field Z = (Zα) in W defined as Zα =

(Id⊕kTQ×Rk × FL)∗(Xα) is a solution to equations (9.2). Moreover, if ψL : Rk →
⊕kTQ× Rk is an integral section of X, ψ = (ψL,FL ◦ ψL) : Rk →W is an integral

section of Z.
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Proof. Consider a regular Lagrangian function L ∈ C∞(⊕kTQ × Rk) and let X =

(X1, . . . , Xk) be a k-vector field in ⊕kTQ × Rk solution to equations (8.4). Hence,

Xα is written in coordinates as

Xα = viα
∂

∂qi
+ (Xα)iβ

∂

∂viβ
+ (Xα)β

∂

∂sβ
,

where the functions (Xα)β and (Xα)iβ satisfy the conditions

(Xα)α = L , (9.14)

− ∂L
∂qi

+
∂2L

∂sβ∂viα
(Xα)β +

∂2L

∂qj∂viα
vjα +

∂2L

∂vjβ∂v
i
α

(Xα)jβ =
∂L

∂sα
∂L

∂viα
. (9.15)

Now, using the coordinate expression (8.1) of the Legendre map FL and taking into

account that Zα = (Id⊕kTQ×Rk ×FL)∗(Xα), we have

Zα = viα
∂

∂qi
+ (Xα)iβ

∂

∂viβ

+

(
vjα

∂2L

∂qj∂viγ
+ (Xα)jβ

∂2L

∂vjβ∂v
i
γ

+ (Xα)β
∂2L

∂sβ∂viγ

)
∂

∂pγi
+ (Xα)β

∂

∂sβ
. (9.16)

From (9.14), (9.15) and (9.16), it is clear that Z = (Zα) fulfills conditions (9.3), (9.4),

(9.6) and (9.7) and hence, the k-vector field Z is a solution of (9.2) tangent to W1.

It is also clear from the definition of integral section that ψ = (ψL,FL ◦ ψL) is

an integral section of Z.

Remark 9.3.4. In the case of singular Lagrangians, the results in Theorems 9.3.1,

9.3.2, and 9.3.3 hold on the corresponding final constraint submanifolds of the La-

grangian, Hamiltonian and Skinner–Rusk formalisms.

W

W1

⊕kTQ× Rk ⊕kT∗Q× Rk

Wf P

Sf Pf

ρ2ρ1

ρ01 ρ02

FL

j1



Chapter 10

Examples in field theory

In this last chapter we study several examples of k-contact field theories. In each

of them we analyze different aspects of the theory depending on their interest and

relevance in each example.

The first example 10.1 to be studied is the damped vibrating string. For

this example we give a complete description of the Lagrangian, Hamiltonian and

Skinner–Rusk formalisms, as well as a brief analysis of some of its symmetries.

The second example 10.2 consists of two coupled vibrating strings with

damping. We develop its Hamiltonian formulation and find an infinitesimal k-

contact symmetry of the system and its associated dissipation law.

In Example 10.3 we deal with the well-known Burgers’ equation [11, 139]. This

equation is closely related to the heat equation. We show that, although the heat

equation is not variational, we can find a variational formulation of it by adding an

additional dependent variable. Then, we see that Burgers’ equation can be seen as a

contactification of the heat equation.

The problem of finding a Lagrangian function that yields a certain partial differ-

ential equation is known as the inverse problem. Example 10.4 provides a method

of obtaining k-contact Lagrangians whose Euler–Lagrange equations coincide with

a certain type of partial differential equations. We also apply this method to find

a Lagrangian for a vibrating membrane with damping. The Lagrangian obtained is

very similar to the one used in the first example for the damped vibrating string. In

addition, a k-contact Lagrangian symmetry for the damped vibrating membrane is

found and, from it, we deduce its associated dissipation law.

We have already seen that when dealing with k-contact Lagrangian functions,

we usually get terms linear in the velocities in the Euler–Lagrange equations that

produce a dissipation of the energy. However, it is possible to obtain similar terms

when dealing with k-symplectic Lagrangians. In this case, the terms have a specific

form, arising from the coefficients of a closed 2-form, and do not dissipate the energy.

In this fifth example 10.5, we study an academic example consisting on a noncon-

ducting vibrating string with charge, where we have both terms. This brings

up the differences between the additional terms. We also study a symmetry of this

system.

The sixth example 10.6 consists in contactifying the well-known Klein–Gordon

133
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equation [103]. We see that, with the appropiate dissipation term in the Klein–

Gordon Lagrangian, we can obtain the telegrapher’s equation [98, 139]. We also

develop the Skinner–Rusk formalism for this system.

The seventh and last example 10.7 of k-contact field theories consists in contact-

ifying the well-known Maxwell’s equations of electromagnetism [104, 127]. We do

this by adding an additional term to the Maxwell’s Lagrangian. We give a complete

study of the Skinner–Rusk formalism of this system and obtain a set of equations

quite similar to Maxwell’s equations but with additional terms. It is well known

that one can derive the equations of electromagnetic waves from Maxwell’s equa-

tions. In our case, we see that with the appropiate dissipative term in the Maxwell’s

Lagrangian, we can derive an equation that represents damped electromagnetic

waves.

10.1 The damped vibrating string

It is well known that a vibrating string can be described using the Lagrangian for-

malism. Consider the coordinates (t, x) for the time and the space. Denote by u the

separation of a point in the string from its equilibrium point, and hence ut and ux
will denote the derivative of u with respect to the two independent variables. The

Lagrangian function for this system is

L(u, ut, ux) =
1

2
ρu2

t −
1

2
τu2

x , (10.1)

where ρ is the linear mass density of the string and τ is the tension of the string. We

will assume that these quantities are constant. the Euler–Lagrange equation for this

Lagrangian density is

utt = c2uxx ,

where c2 =
τ

ρ
, which is the 1-dimensional wave equation.

Lagrangian formalism

In order to model a vibrating string with linear damping, we can modify the La-

grangian function (10.1) so that it becomes a k-contact Lagrangian [67]. The new

Lagrangian function L will be defined in the phase bundle ⊕2TQ×R2, where Q = R,

equipped with coordinates (u;ut, ux; st, sx):

L(u, ut, ux, s
t, sx) = L− γst =

1

2
ρu2

t −
1

2
τu2

x − γst . (10.2)

The canonical structures of the bundle ⊕2TR× R2 have coordinates expressions

J t =
∂

∂ut
⊗ du , Jx =

∂

∂ux
⊗ du , ∆ = ut

∂

∂ut
+ ux

∂

∂ux
.
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The Lagrangian energy associated to the Lagrangian (10.2) is

EL = ∆(L)− L =
1

2
ρu2

t −
1

2
τu2

x + γst ,

the differentials of L and EL are

dL = ρutdut − τuxdux − γdst ,

dEL = ρutdut − τuxdux + γdst ,

the Cartan 1-forms are

θtL =
t
(J t) ◦ dL = ρutdu ,

θxL =
t
(Jx) ◦ dL = −τuxdu ,

and the contact 1-forms are

ηtL = dst − ρutdu ,
ηxL = dsx + τuxdu .

The differentials of the contact 1-forms are

dηtL = ρdu ∧ dut ,

dηxL = −τdu ∧ dux .

With all these, we can compute the Reeb vector fields:

(RL)t =
∂

∂st
, (RL)x =

∂

∂sx
.

Consider now a 2-vector field X = (X1, X2) ∈ X(⊕2TR× R2) with local expression

X1 = f1
∂

∂u
+ F1t

∂

∂ut
+ F1x

∂

∂ux
+ gt1

∂

∂st
+ gx1

∂

∂sx
,

X2 = f2
∂

∂u
+ F2t

∂

∂ut
+ F2x

∂

∂ux
+ gt2

∂

∂st
+ gx2

∂

∂sx
.

We have that

i(X1)dηtL = ρf1dut − ρF1tdu ,

i(X2)dηxL = −τf2dux + τF2xdu ,

(L(RL)tEL)ηtL = γdst − γρutdu ,
(L(RL)xEL)ηxL = 0 .
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Hence, the first equation in (8.4) reads

ρf1dut − ρF1tdu− τf2dux + τF2xdu = ρutdut − τuxdux + γρutdu ,

which yields the conditions

−ρF1t + τF2x = γρut (coefficients in du) , (10.3)

f1 = ut (coefficients in dut) , (10.4)

f2 = ux (coefficients in dux) . (10.5)

Notice that the equations (10.4) and (10.5) above are the sopde conditions for the

2-vector field X. On the other hand, the second equation in (8.4) gives the condition

gt1 + gx2 =
1

2
ρu2

t −
1

2
τu2

x − γst = L .

With all this, the 2-vector field X has local expression

X1 = ut
∂

∂u
+

(
τ

ρ
F2x − γut

)
∂

∂ut
+ F1x

∂

∂ux
+ (L − gx2 )

∂

∂st
+ gx1

∂

∂sx
,

X2 = ux
∂

∂u
+ F2t

∂

∂ut
+ F2x

∂

∂ux
+ gt2

∂

∂st
+ gx2

∂

∂sx
,

and the functions F1x, F2t, F2x, g
x
1 , g

t
2, g

x
2 remain undetermined. Notice that equation

(10.3) leads to

utt − c2uxx + γut = 0 , (10.6)

which is the equation for a vibrating string with damping.

Symmetries

We can see that the vector field Y = ∂/∂u is an infinitesimal Lagrangian k-contact

symmetry because ∂L/∂u = 0 (see Proposition 8.6.4). Then, by Theorem 8.5.4 the

map F = (F t, F x) : M → R2 given by

F t = −i
(
∂

∂u

)
ηtL = ρut , F x = −i

(
∂

∂u

)
ηxL = −τux

satisfies the dissipation law for k-vector fields (8.14).

Hamiltonian formalism

The Legendre map associated to the Lagrangian (10.2) FL : ⊕2 TR×R2 → ⊕2T∗R×
R2 is given by

FL(u, ut, ux, s
t, sx) = (u, pt, px, st, sx) ,
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where pt = ρut and px = −τux. Hence, the contact forms ηt, ηx of ⊕2T∗R× R2 are

ηt = dst − ptdu ,
ηx = dsx − pxdu ,

and the Hamiltonian function is

H =
1

2ρ
(pt)2 − 1

2τ
(px)2 + γst .

We have that

dηt = du ∧ dpt , dηx = du ∧ dpx ,

and

dH =
pt

ρ
dpt − px

τ
dpx + γdst .

The Reeb vector fields are

Rt =
∂

∂st
, Rx =

∂

∂sx
.

Consider now a 2-vector field Y = (Y1, Y2) ∈ X2(⊕2TR∗ ×R2) with local expression

Y1 = f1
∂

∂u
+Gt1

∂

∂pt
+Gx1

∂

∂px
+ gt1

∂

∂st
+ gx1

∂

∂sx
,

Y2 = f2
∂

∂u
+Gt2

∂

∂pt
+Gx2

∂

∂px
+ gt2

∂

∂st
+ gx2

∂

∂sx
.

We have that

i(Y1)dηt + i(Y2)dηx = f1dpt −Gt1du+ f2dpx −Gx2du ,

dH − (LRtH)ηt − (LRxH)ηx =
pt

ρ
dpt − px

τ
dpx + γptdu .

Hence, the first equation in (7.5) gives the conditions

Gt1 +Gx2 = −γpt (coefficients in du) , (10.7)

f1 =
pt

ρ
(coefficients in dpt) , (10.8)

f2 = −p
x

τ
(coefficients in dpx) . (10.9)

On the other hand, as i(Y1)ηt + i(Y2)ηx = gt1− ptf1 + gx2 − pxf2, the second equation

in (7.5) gives

gt1 + gx2 =
1

2ρ
(pt)2 − 1

2τ
(px)2 − γst .
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Hence, the 2-vector field Y reads

Y1 =
pt

ρ

∂

∂u
−
(
Gx2 + γpt

) ∂

∂pt
+Gx1

∂

∂px

+

(
1

2ρ
(pt)2 − 1

2τ
(px)2 − γst − gx2

)
∂

∂st
+ gx1

∂

∂sx
,

Y2 = −p
x

τ

∂

∂u
+Gt2

∂

∂pt
+Gx2

∂

∂px
+ gt2

∂

∂st
+ gx2

∂

∂sx
,

and the functions Gx1 , G
t
2, G

x
2 , g

x
1 , g

t
2, g

x
2 remain undetermined. Given a map ψ(t) =

(u(t), pt(t), px(t), st(t), sx(t)), the Hamilton–De Donder–Weyl equations (7.3) for it

read 

∂u

∂t
=

1

ρ
pt ,

∂u

∂x
= −1

τ
px ,

∂pt

∂t
+
∂px

∂x
= −γpt ,

∂st

∂t
+
∂sx

∂x
=

1

2ρ
(pt)2 − 1

2τ
(px)2 − γst .

Using the first and second equations above into the third equation, we obtain

ρutt − τuxx + γρut = 0 ,

which is the equation of the damped vibrating string (10.6).

Symmetries

It is easy to see that, as in the Lagrangian formalism, the vector field ∂/∂u is a

k-contact symmetry. It induces the map

F =

(
−i
(
∂

∂u

)
ηt,−i

(
∂

∂u

)
ηx
)

= (pt, px) .

This map F satisfies the dissipation law for k-vector fields (7.12):

LY1
pt + LY2

px = −(LRtH)pt − (LRxH)px = −2γpt .

Along a solution (Y1, Y2), this law is ptt + pxx = −2γpt.

Skinner–Rusk formalism

Consider the extended Pontryagin bundle

W = ⊕2TR×R ⊕2T∗R× R2
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equipped with natural coordinates (u, ut, ux, p
t, px, st, sx). In this bundle, the cou-

pling function is

C = pxux + ptut ,

and we have the canonical forms

Θt = ptdu , Ωt = −dΘ2 = du ∧ dpt ,

Θx = pxdu , Ωx = −dΘ1 = du ∧ dpx ,

and the canonical contact 1-forms

ηt = dst − ptdu , ηx = dsx − pxdu .

We can take the vector fields

Rt =
∂

∂st
, Rx =

∂

∂sx

as Reeb vector fields. Given the Lagrangian function L : ⊕2 TR × R2 → R defined

in (10.2), we can build the Hamiltonian function H = C − L, which has coordinate

expression

H = ptut + pxux −
1

2
ρu2

t +
1

2
τu2

x + γst .

To solve the Lagrangian–Hamiltonian problem for the 2-precontact Hamiltonian sys-

tem (W, ηα,H) means to find a 2-vector field Z = (Z1, Z2) inW satisfying equations

(9.2). For our Hamiltonian function H, we have

dH−Rα(H)ηα = utdp
t + uxdpx + (pt − ρut)dut + (px + τux)dux + γptdu .

Let Z = (Zα) be a 2-vector field with local expression

Zα = fα
∂

∂u
+ Fαt

∂

∂ut
+ Fαx

∂

∂ux
+Gtα

∂

∂pt
+Gxα

∂

∂px
+ gtα

∂

∂st
+ gxα

∂

∂sx
.

Now,

i(Zα)dηα = f1dpt + f2dpx − (Gt1 +G2
x)du ,

and hence, the first equation in (9.2) gives the conditions

Gt1 +Gx2 = −γpt (coefficients in du) ,

pt = ρut (coefficients in dut) ,

px = −τux (coefficients in dux) ,

f1 = ut (coefficients in dpt) ,

f2 = ux (coefficients in dpx) .
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Notice that combining the first three conditions we recover the damped wave equation

(10.6). Furthermore, the last two equations are the holonomy conditions. The second

equation in (9.2) gives the condition

gt1 + gx2 =
1

2
ρu2

t −
1

2
τu2

x − γst = L .

In addition, we have obtained the constraints

ξ1 = pt − ρut = 0 , ξ2 = px + τux = 0 ,

which define the submanifold W1 ↪→W. Imposing the tangency of the 2-vector field

Z to the submanifold W1 we get the conditions

0 = Z1(ξ1) = Gt1 − ρF1t , 0 = Z2(ξ1) = Gt2 − ρF2t ,

0 = Z1(ξ2) = Gx1 + τF1x , 0 = Z2(ξ2) = Gx2 + τF2x ,

which determine partially some of the arbitrary functions and no new constraints

appear, so the constraint algorithm finishes with the submanifold Wf = W1, giving

the solutions Z = (Z1, Z2) with

Z1 = ut
∂

∂u
− γpt +Gx2

ρ

∂

∂ut
− Gx1

τ

∂

∂ux

−
(
γpt +Gx2

) ∂

∂pt
+Gx1

∂

∂px
+ (L − gx2 )

∂

∂st
+ gx1

∂

∂sx
,

Z2 = ux
∂

∂u
+
Gt2
ρ

∂

∂ut
− Gx2

τ

∂

∂ux
+Gt2

∂

∂pt
+Gx1

∂

∂px
+ gt2

∂

∂st
+ gx2

∂

∂sx
,

where Gx1 , G
t
2, G

x
2 , g

x
1 , g

t
2, g

x
2 are arbitrary functions.

It is important to point out that we can project on each factor of the product

manifold W = ⊕2TR×R ⊕2T∗R× R2 with the projections ρ1 and ρ2 to recover the

Lagrangian and Hamiltonian formalisms. In the Lagrangian formalism we have the

holonomic 2-vector field X = (X1, X2) given by

X1 = ut
∂

∂u
+

(
τ

ρ
F2x − γut

)
∂

∂ut
+ F1x

∂

∂ux
+ (L − gx2 )

∂

∂st
+ gx1

∂

∂sx
,

X2 = ux
∂

∂u
+ F2t

∂

∂ut
+ F2x

∂

∂ux
+ gt2

∂

∂st
+ gx2

∂

∂sx
,

where F1x, F2t, F2x, g
x
1 , g

t
2, g

x
2 are arbitrary functions. On the other side, in the Hamil-

tonian formalism we have the Hamiltonian 2-vector field Y = (Y1, Y2) given by

Y1 =
pt

ρ

∂

∂u
−
(
γpt +Gx2

) ∂

∂pt
+Gx1

∂

∂px
+

(
(pt)2

2ρ
− (px)2

2τ
− γst − gx2

)
∂

∂st
+ gx1

∂

∂sx
,

Y2 = −p
x

τ

∂

∂u
+Gt2

∂

∂pt
+Gx1

∂

∂px
+ gt2

∂

∂st
+ gx2

∂

∂sx
,
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where Gx1 , G
t
2, G

x
2 , g

x
1 , g

t
2, g

x
2 are arbitrary functions.

10.2 Two coupled vibrating strings with damping

Consider a system of two coupled strings with damping. The configuration manifold

of the system is Q = R2 equipped with coordinates (q1, q2), where each coordinate

represent the displacement of each string. The Hamiltonian phase bundle of this sys-

tem isM = ⊕2T∗R2×R2 endowed with natural coordinates (q1, q2, pt1, p
t
2, p

x
1 , p

x
2 , s

t, sx).

The 1-forms

ηt = dst − pt1dq1 − pt2dq2 ,

ηx = dsx − px1dq1 − px2dq2

define a 2-contact structure on M . The Reeb vector fields are Rt = ∂/∂st, Rx =

∂/∂sx. Consider now the Hamiltonian function

H =
1

2

(
(pt1)2 + (pt2)2 + (px1)2 + (px2)2

)
+ C(z) + γst ,

where C is a function that represents a coupling of the two strings, and we assume

that depends only on z =
√

(q1)2 + (q2)2. Consider a 2-vector field X = (X1, X2) ∈
X2(M) with local expression

X1 = f1
1

∂

∂q1
+ f2

1

∂

∂q2
+Gt11

∂

∂pt1
+Gt12

∂

∂pt2
+Gx11

∂

∂px1
+Gx12

∂

∂px2
+ gt1

∂

∂st
+ gx1

∂

∂sx
,

X2 = f1
2

∂

∂q1
+ f2

2

∂

∂q2
+Gt21

∂

∂pt1
+Gt22

∂

∂pt2
+Gx21

∂

∂px1
+Gx22

∂

∂px2
+ gt2

∂

∂st
+ gx2

∂

∂sx
.

We have that

dH = pt1dpt1 + pt2dpt2 + px1dpx1 + px2dpx2 + C ′(z)
q1

z
dq1 + C ′(z)

q2

z
dq2 + γdst ,

(LRtH)ηt + (LRxH)ηx = γdst − γpt1dq1 − γpt2dq2 .

Hence, the first equation in (7.5) yield the conditions

−Gt11 −Gx21 = C ′(z)
q1

z
+ γpt1 (coefficients in dq1) ,

−Gt12 −Gx22 = C ′(z)
q2

z
+ γpt2 (coefficients in dq2) ,

f1
1 = pt1 (coefficients in dpt1) ,

f2
1 = pt2 (coefficients in dpt2) ,

f1
2 = px1 (coefficients in dpx1) ,

f2
2 = px2 (coefficients in dpx2) .
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On the other hand, the second equation in (7.5) gives

gt1 + gx2 =
1

2

(
(pt1)2 + (pt2)2 + (px1)2 + (px2)2

)
− C(z)− γst .

Hence, the 2-vector field X solution to (7.5) has local expression

X1 = pt1
∂

∂q1
+ pt2

∂

∂q2
+

(
−Gx21 − C ′(z)

q1

z
− γpt1

)
∂

∂pt1

+

(
−Gx22 − C ′(z)

q2

z
− γpt2

)
∂

∂pt2
+Gx11

∂

∂px1
+Gx12

∂

∂px2

+

(
1

2

(
(pt1)2 + (pt2)2 + (px1)2 + (px2)2

)
− C(z)− γst − gx2

)
∂

∂st
+ gx1

∂

∂sx
,

X2 = px1
∂

∂q1
+ px2

∂

∂q2
+Gt21

∂

∂pt1
+Gt22

∂

∂pt2
+Gx21

∂

∂px1
+Gx22

∂

∂px2
+ gt2

∂

∂st
+ gx2

∂

∂sx
,

where Gx11, G
x
12, G

t
21, G

t
22, G

x
21, G

x
22, g

x
1 , g

t
2, g

x
2 are arbitrary functions. The Hamilton–

De Donder–Weyl equations (7.4) for a map ψ(t, x) = (qi(t, x), pαi (t, x), sα(t, x)) are

∂q1

∂t
= pt1 ,

∂q1

∂x
= px1 ,

∂q2

∂t
= pt2 ,

∂q2

∂x
= px2 ,

∂pt1
∂t

+
∂px1
∂x

= −C ′(z)q
1

z
− pt1γ ,

∂pt2
∂t

+
∂px2
∂x

= −C ′(z)q
2

z
− pt2γ ,

∂st

∂t
+
∂sx

∂x
=

1

2

(
(pt1)2 + (pt2)2 + (px1)2 + (px2)2

)
− C(z)− γst .

Combining the first six equations above, we obtain the system
∂2q1

∂t2
+
∂2q1

∂x2
+ γpt1 + C ′(z)

q1

z
= 0 ,

∂2q2

∂t2
+
∂2q2

∂x2
+ γpt2 + C ′(z)

q2

z
= 0 ,

which corresponds to two coupled strings with damping with coupling function C.
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Symmetries

It is easy to see that the vector field

Y = q1 ∂

∂q2
− q2 ∂

∂q1
+ pt1

∂

∂pt2
− pt2

∂

∂pt1
+ px1

∂

∂px2
− px2

∂

∂px1

is an infinitesimal k-contact symmetry of the system. It induces the map F =

(F t, F x) given by

F t = −i(Y )ηt = q1pt2 − q2pt1 , F x = −i(Y )ηx = q1px2 − q2px1 ,

which satisfies the dissipation law for k-vector fields (7.12) along the solution (X1, X2):

LX1F
t + LX2F

x = LX1(q1pt2 − q2pt1) + LX2(q1px2 − q2px1)

= q1

(
∂pt2
∂t

+
∂px2
∂x

)
− q2

(
∂pt1
∂t

+
∂px1
∂x

)
= −γ(q1pt2 − q2pt1) .

10.3 Burgers’ equation

The Burgers’ equation [11, 139] is a remarkable nonlinear partial differential equation.

It appears in many areas of applied mathematics. It reads

ut + uux = kuxx , (10.10)

where t, x are the independent variables, u = u(t, x) is the dependent variable and

k ≥ 0 a diffusion coefficient. Burgers’ equation is closely related to the heat equation

ut = kuxx . (10.11)

In fact, we will show that Burgers’ equation (10.10) can be formulated as a contact-

ification of the heat equation (10.11). This will be done in several steps.

Lagrangian formulation of the heat equation

In order to contactify the heat equation, we will need a Hamiltonian formulation of

it. This Hamiltonian formulation can be obtained via the Legendre map if we have

a Lagrangian formulation. Although the heat equation is not variational, it can be

made variational by considering an additional dependent variable v, and taking as

Lagrangian the function [102]

L = −kuxvx −
1

2
(vut − uvt) , (10.12)
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whose Euler–Lagrange equations are

[L]u = kvxx + vt = 0 , [L]v = kuxx − ut = 0 . (10.13)

The first equation is linear homogeneous and therefore it always has solutions, for

instance v = 0. Hence, there is a bijection between the solutions to the heat equation

(10.11) and the solutions to the Euler–Lagrange equations (10.13) with v = 0.

Hamiltonian formulation of the heat equation

Now we are going to apply the Hamilton–De Donder–Weyl formalism to the La-

grangian L defined in (10.12). The Legendre map associated to the Lagrangian L is

a map

FL : ⊕2 TR2 → P = ⊕2T∗R2 .

The phase bundle is P = R6, equipped with coordinates (u, v, pt, px, qt, qx), where

pt, px are the momenta of the variable u and qt, qx are the momenta of the variable v

with respect to the independent variables. The Legendre map relates these momenta

with the configuration fields and their velocities:

FL∗pt = −1

2
v , FL∗px = −kvx ,

FL∗qt =
1

2
u , FL∗qx = −kux .

Hence the image of the Legendre map P0 = FL(⊕2TR2) ⊂ P is given by the two

constraints

pt +
1

2
v = 0 , qt − 1

2
u = 0 .

We will use coordinates (u, v, px, qx) on P0. Hence, the Hamiltonian function on P0

is

H0 = −1

k
pxqx .

The manifold P is equipped with an exact 2-symplectic structure defined by the

1-forms

ptdu+ qtdv , pxdu+ qxdv .

The pull-backs to of these forms to P0 no longer define a 2-symplectic structure, but

nevertheless we have two 1-forms

θt =
1

2
(−vdu+ udv) , θx = pxdu+ qxdv

such that

ωt = −dθt = −du ∧ dv , ωx = −dθx = du ∧ dpx + dv ∧ dqx .
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Consider a map ψ : R2 → P0 with local expression ψ = (u, v, px, qx). The Hamilton–

De Donder–Weyl equation i(ψ′t)ω
t + i(ψ′x)ωx = dH0 ◦ ψ for the map ψ reads

∂tv − ∂xpx = 0 , −∂tu− ∂xqx = 0 , ∂xu = −1

k
qx , ∂xv = −1

k
px .

Combining these equations, we get the heat equation for u and its complementary

equation for the additional variable v:

∂tu = k∂2
xu , ∂tv = −k∂2

xv .

As in the Lagrangian formulation, the equation for v is linear homogeneous, and

hence there is a correspondence the solutions of this system with v = 0 and the

solutions to the heat equation.

Contact Hamiltonian formulation of the Burgers’ equation

Consider now the manifold P0 defined above and its two differential 1-forms θt, θx. In

order to construct a 2-contact manifold, we define the product manifold M = P0×R2,

with coordinates (u, v, px, qx; st, sx). In M , we can construct the contact forms

ηt = dst − θt , ηx = dsx − θx .

Their differentials are dηt = ωt and dηx = ωx.

With the notations introduced in Section 7.1, since ηt, ηx are linearly independent

at every point, we have:

• CC = 〈ηt, ηx〉 is a regular codistribution of rank 2,

• DR = 〈Rt,Rx〉, is a regular distribution of rank 2, where

Rt =
∂

∂st
, Rx =

∂

∂sx
.

• DC ∩ DR = {0}, since no nonzero linear combination of the Reeb vector fields

is anihilated by the contact forms ηt, ηx.

Hence, (M,ηt, ηx) is a 2-contact manifold. Notice that it coincides with the 2-contact

manifold in Example 7.1.10. Consider in this manifold the 2-contact Hamiltonian

function

H = H0 + γusx = −1

k
pxqx + γusx .

Now we have a 2-contact Hamiltonian system (M,ηt, ηx, H). The Hamilton–De

Donder–Weyl equations (7.3) for this system are{
i(ψ′t)dη

t + i(ψ′x)dηx = dH − (LRtH)ηt − (LRxH)ηx ,

i(ψ′t)η
t + i(ψ′x)ηx = −H .

(10.14)
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Computing the first one, we obtain the set of equations

∂tv − ∂xpx = γ(sx + upx) ,

−∂tu− ∂xqx = γuqx ,

∂xu = −1

k
qx ,

∂xv = −1

k
px .

Using the latter two equations in the former ones, we get{
∂tu− γku∂xu = k∂2

xu ,

∂tv + γku∂xv = −k∂2
xv + γsx .

Setting now the value of the constant γ as

γ = −1

k
,

the first equation is Burgers’ equation for the variable u:

∂tu+ u∂xu = k∂2
xu .

The second Hamilton–De Donder–Weyl equation (10.14) yields

∂ts
t − 1

2
(−v∂tu+ u∂tv) + ∂xs

x − px∂xu− qx∂xv =
1

k
pxqx − γusx .

Notice that this equation admits solutions (u, v, px, qx, st, sx) with u a solution to

Burger’s equation (10.10), v = 0, px = 0, qx = −k∂xu, st = 0, sx = 0.

Hence, we can conclude that the Burgers’ equation (10.10) can be described by

the 2-contact Hamiltonian system (M,ηt, ηx, H).

10.4 Inverse problem for elliptic and hyperbolic

equations

This example provides a way of obtaining k-contact Lagrangians for certain partial

differential equations.

A generic second-order linear partial differential equation in R2 has the form

Auxx + 2BUxy + Cuyy +Dux + Euy + Fu+G = 0 , (10.15)

where A,B,C,D, F,G ∈ C∞(R2) are functions such that A > 0.

• If B2 −AC > 0, equation (10.15) is said to be hyperbolic.

• If B2 −AC < 0, equation (10.15) is said to be elliptic.
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• If B2 −AC = 0, equation (10.15) is said to be parabolic.

In Rn, consider the equation

Aαβuαβ +Dαuα +G(u) = 0 , (10.16)

where 1 ≤ α, β ≤ n. Consider the particular case where the matrix Aαβ is constant

and invertible, (i.e., equation (10.16) is not parabolic), Dα is constant and G is an

arbitrary function in the variable u.

In order to find a k-contact Lagrangian formulation of this kind of partial dif-

ferential equations, consider the manifold M = ⊕nTR × Rn, equipped with natural

coordinates (u, uα, s
α) and a generic Lagrangian function L ∈ C∞(⊕nTR × Rn) of

the form

L =
1

2
aαβ(u)uαuβ + b(u)uαs

α + d(u, s) . (10.17)

The k-contact structure associated to this Lagrangian function is

ηα = dsα − ∂L

∂uα
du = dsα − (aαβuβ + bsα + cα)du .

The k-contact Euler–Lagrange equations associated to the Lagrangian L is

aαβuαβ +
1

2

(
∂aαβ

∂u
− baαβ

)
uαuβ −

∂d

∂sβ
aβαuα +

(
− ∂d

∂sα
bsα + bd− ∂d

∂u

)
= 0 .

(10.18)

Comparing equations (10.16) and (10.18), we obtain the conditions
aαβ = Aαβ ,

b = 0 ,

d = −(a−1)αβD
βsα − ḡ ,

(10.19)

where a = (aαβ) and
∂ḡ

∂u
= G.

The damped vibrating membrane

We are going to apply this method of finding Lagrangian functions to the partial

differential equation

utt − c2(uxx + uyy) + γut = 0 , (10.20)

which models a vibrating membrane with damping. In this case,

Aαβ =

1 0 0

0 −c2 0

0 0 −c2

 , Dα =

γ0
0

 , G = 0 .
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Hence, according to relations (10.19), we have

aαβ =

1 0 0

0 −c2 0

0 0 −c2

 , b = 0 , d = −γst .

Then a Lagrangian that gives equation (10.20) is

L =
1

2
u2
t −

c2

2
(u2
x + u2

y)− γst ,

for which

ηt = dst − utdu , ηx = dsx + c2uxdu , ηy = dsy + c2uydu .

Symmetries

Notice that the vector field

Y =
∂

∂u

is a 2-contact Lagrangian symmetry. It induces a map F = (F t, F x, F y), given by

F t = −i(Y )ηt = ut , F x = −i(Y )ηx = −c2ux , F y = −i(Y )ηy = −c2uy ,

which satisfies the dissipation law for k-vector fields (8.14).

10.5 A vibrating string: Lorentz-like forces versus

dissipation forces

In the Euler–Lagrange equations (5.8) arising from k-symplectic systems we may

found terms linear in the velocities. Nevertheless, these terms have a specific form,

arising from the coefficients of a closed 2-form in the configuration manifold. The

most characteristic example of this is the force of a magnetic field acting on a moving

charged particle. Such forces do not dissipate energy. On the other hand, other kinds

of linear forces in the velocities, such as damping forces, do dissipate energy.

In this example we are going to illustrate the difference betweeen the equations

arising from magnetic-like terms in the Lagrangian and the equations given by a

k-contact formulation of a linear damping. We will analyze the following academic

example.

Consider an infinite vertical string aligned with the z-axis. Each point of the

string can vibrate horizontally. Hence, the independent variables are (t, z) ∈ R2,

the time and the vertical coordinates, and the phase bundle in the manifold ⊕2TR2,

endowed with coordinates (x, y, xt, xz, yt, yz). We will suppose that the string is

nonconducting but it is charged with linear density charge λ. Now, inspired by the
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Lagrangian formulation of the Lorentz force, we define the Lagrangian

L =
1

2
ρ(x2

t + y2
t )− 1

2
τ(x2

z + y2
z)− λ(φ−A1xt −A2yt) ,

where A1(x, y), A2(x, y) and φ(x, y) are fixed functions. The Euler–Lagrange equa-

tions (5.8) for the Lagrangian L are
ρxtt − τxzz = −λ

(
∂A2

∂x
− ∂A1

∂y

)
yt + λ

∂φ

∂x
,

ρytt − τyzz = λ

(
∂A2

∂x
− ∂A1

∂y

)
xt + λ

∂φ

∂y
.

(10.21)

Notice that the left-hand side of the equations is the string equation with two vibra-

tion modes in the plane XY, while in the right-hand side there is an electromagnetic-

like term.

Consider now the 2-contact phase bundle ⊕2TR2 × R2, endowed with canonical

coordinates (x, y, xt, xz, yt, yz, s
t, sz) and modify the Lagrangian L by adding a simple

dissipation term,

L = L+ γst =
1

2
ρ(x2

t + y2
t )− 1

2
τ(x2

z + y2
z)− λ(φ−A1xt −A2yt) + γst .

This Lagrangian L induces the 2-contact structure

ηt = dst − (ρxt + λA1)dx− (ρyt + λA2)dy ,

ηz = dsz + τxzdx+ τyzdy .

Hence, the 2-contact Euler–Lagrange equations (8.5) give
ρxtt − τxzz = −λ

(
∂A2

∂x
− ∂A1

∂y

)
yt + λ

∂φ

∂x
+ γρxt + γλA1 ,

ρytt − τyzz = λ

(
∂A2

∂x
− ∂A1

∂y

)
xt + λ

∂φ

∂y
+ γρyt + γλA2 .

(10.22)

When we compare equations (10.21) and (10.22), we see that the contact dissipation

produces two additional terms: a dissipation force proportional to the velocity and

an extra term proportional to (A1, A2). This last term appears because the 2-contact

Euler–Lagrange equations are not linear with respect to the Lagrangian.

Symmetries

The 2-contact Lagrangian system considered has the infinitesimal Lagrangian 2-

contact symmetry

Y =
∂A2

∂x

∂

∂x
+
∂A1

∂y

∂

∂y
.
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This symmetry induces the map F = (F t, F z), given by

F t = −i(Y )ηt = ρxt
∂A2

∂x
+ λ

∂A2

∂x
A1 + ρyt

∂A1

∂y
+ λ

∂A1

∂y
A2 ,

F z = −i(Y )ηz = −τxz
∂A2

∂x
− τyz

∂A1

∂y
.

which satisfies the dissipation law for 2-vector fields (8.14).

10.6 Klein–Gordon equation with dissipation and

the telegrapher’s equation

The current and voltage on a uniform electrical transmission line is described by the

so-called telegrapher’s equation [98, p. 306][139, p. 653]:
∂V

∂x
= −L∂I

∂t
−RI ,

∂I

∂x
= −C ∂V

∂t
−GV .

This system can be uncoupled, obtaining the system
∂2V

∂x2
= LC

∂2V

∂t2
+ (LG+RC)

∂V

∂t
+RGV ,

∂2I

∂x2
= LC

∂2I

∂t2
+ (LG+RC)

∂I

∂t
+RGI .

Notice that the two equations in the system above are identical, and also known as

telegrapher’s equations. Both of them can be written as

�u+ γ
∂u

∂t
+m2u = 0 , (10.23)

where � is the d’Alembertian operator in 1+1 dimensions, and γ and m2 are adequate

constants. Written this way, we can see the telegrapher’s equation as a modified

Klein–Gordon equation. We will show that the telegrapher’s equation (10.23) can

be obtained by adding a standard dissipative term to the Klein–Gordon Lagrangian

and treating it as a 4-contact Lagrangian.

The Klein–Gordon equation

The Klein–Gordon equation [103] is one of the most relevant equations in field theory,

either classical or quantum. It can be written as

(� +m2)φ = 0 , (10.24)
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where φ is a scalar field in the Minkowski space and m2 is a constant. The Klein–

Gordon equation (10.24) can be derived from the Lagrangian function

L =
1

2
(∂φ)2 − 1

2
m2φ2 . (10.25)

Although this Lagrangian can be generalized to include a potential, L = 1
2 (∂φ)2 −

V (φ), we will stick ourselves to the simple case (10.25).

The Lagrangian (10.25) is autonomous and the space-time is the Minkowski space

R4. Then, it can be described as a 4-symplectic field theory. We will take space-

time coordinates (x0, x1, x2, x3), consider q the field variable and vi = ∂q/∂xi its

corresponding velocities. Hence, the Lagrangian L : ⊕4 TR→ R given in (10.25) is

L(q, v0, v1, v2, v3) =
1

2

(
v2

0 − v2
1 − v2

2 − v2
3

)
− 1

2
m2q2 (10.26)

and the Klein–Gordon equation is

∂2φ

∂(x0)2
− ∂2φ

∂(x1)2
− ∂2φ

∂(x2)2
− ∂2φ

∂(x4)2
+m2φ = 0 .

From the Klein–Gordon to the telegrapher’s equation

In order to contactify the Klein–Gordon equation, we consider the Lagrangian L : ⊕4

TR× R4 → R given by

L(q, vα, s
α) = L(q, vα) + γµs

µ =
1

2

(
v2

0 − v2
1 − v2

2 − v2
3

)
− 1

2
m2q2 + γµs

µ , (10.27)

which is defined in the 4-contact manifold ⊕4TR × R4, L is the Klein–Gordon La-

grangian (10.26) and γ = (γµ) ∈ R4 is constant.

We are going to describe the Skinner–Rusk formalism for this 4-contact La-

grangian. Consider the extended Pontryagin bundle W = ⊕4TR ×R ⊕4T∗R × R4

endowed with natural coordinates (q, v0, v1, v2, v3, p
0, p1, p2, p3, s0, s1, s2, s3). The

coupling function of W is

C = p0v0 + p1v1 + p2v2 + p3v3 .

The bundle W has the canonical forms

Θ0 = p0dq , η0 = ds0 − p0dq , Ω0 = −dΘ0 = dq ∧ dp0 = dη0 ,

Θ1 = p1dq , η1 = ds1 − p1dq , Ω1 = −dΘ1 = dq ∧ dp1 = dη1 ,

Θ2 = p2dq , η2 = ds2 − p2dq , Ω2 = −dΘ2 = dq ∧ dp2 = dη2 ,

Θ3 = p3dq , η3 = ds3 − p3dq , Ω3 = −dΘ3 = dq ∧ dp3 = dη3 .

The vector fields Rα = ∂/∂sα are Reeb vector fields inW. The 4-contact Lagrangian
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function (10.27) allows us to construct the Hamiltonian function

H = C − L = pαvα −
1

2

(
v2

0 − v2
1 − v2

2 − v2
3

)
+

1

2
m2q2 − γµsµ ,

with

dH = m2qdq+(p0−v0)dv0+(p1+v1)dv1+(p2+v2)dv2+(p3+v3)dv3+vαdpα−γµdsµ .

To solve the Lagrangian–Hamiltonian problem for the 4-precontact Hamiltonian

system (W, ηα,H) consists in finding a 4-vector field Z = (Z0, Z1, Z2, Z3) ∈ X4(W)

solution to equations (9.2). Consider a 4-vector field Z = (Z0, Z1, Z2, Z3) in W with

local expression

Zα = fα
∂

∂q
+ Fαβ

∂

∂vβ
+Gβα

∂

∂pβ
+ gβα

∂

∂sβ
.

We have that

i(Zα)dηα = fαdpα −Gααdq . (10.28)

and that

dH−Rα(H)ηα = (p0 − v0)dv0 + (p1 + v1)dv1

+ (p2 + v2)dv2 + (p3 + v3)dv3 + vαdpα + (m2q − γµpµ)dq , (10.29)

Equating (10.28) and (10.29), we obtain the conditions

Gαα = −m2q + γµp
µ (coefficients in dq) , (10.30)

p0 = v0 (coefficients in dv0) , (10.31)

p1 = −v1 (coefficients in dv1) , (10.32)

p2 = −v2 (coefficients in dv2) , (10.33)

p3 = −v3 (coefficients in dv3) , (10.34)

fα = vα (coefficients in dpα) , (10.35)

and the second condition in (9.2) yields

gαα = L .

Notice that condition (10.35) is the sopde condition for the 4-vector field Z,

which is recovered from the Skinner–Rusk formalism as usual. In addition, we have

obtained the constraints

ξ0 = p0 − v0 = 0 , ξ1 = p1 + v1 = 0 ,

ξ2 = p2 + v2 = 0 , ξ3 = p3 + v3 = 0 ,

defining the submanifold W1 ↪→ W. Imposing the tangency condition of Z to this
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submanifold W1, we get the relations

0 = Zα(ξ0) = G0
α − Fα0 , 0 = Zα(ξ1) = G1

α + Fα1 ,

0 = Zα(ξ2) = G2
α + Fα2 , 0 = Zα(ξ3) = G3

α + Fα3 .

These conditions partially determine some of the arbitrary functions and no new

constraints appear. Hence, the constraint algorithm finishes with the submanifold

Wf =W1 and gives the solutions Z = (Z0, Z1, Z2, Z3), where

Z0 = v0
∂

∂q
+
(
−m2q + γµp

µ −G1
1 −G2

2 −G3
3

) ∂

∂v0
−G1

0

∂

∂v1
−G2

0

∂

∂v2
+G3

0

∂

∂v3

+
(
−m2q + γµp

µ −G1
1 −G2

2 −G3
3

) ∂

∂p0
+G1

0

∂

∂p1
+G2

0

∂

∂p2
+G3

0

∂

∂p3

+
(
L − g1

1 − g2
2 − g3

3

) ∂

∂s0
+ g1

0

∂

∂s1
+ g2

0

∂

∂s2
+ g3

0

∂

∂s3
,

Z1 = v1
∂

∂q
+G0

1

∂

∂v0
−G1

1

∂

∂v1
−G2

1

∂

∂v2
−G3

1

∂

∂v3
+G0

1

∂

∂p0
+G1

1

∂

∂p1

+G2
1

∂

∂p2
+G3

1

∂

∂p3
+ g0

1

∂

∂s0
+ g1

1

∂

∂s1
+ g2

1

∂

∂s2
+ g3

1

∂

∂s3
,

Z2 = v2
∂

∂q
+G0

2

∂

∂v0
−G1

2

∂

∂v1
−G2

2

∂

∂v2
−G3

2

∂

∂v3
+G0

2

∂

∂p0
+G1

2

∂

∂p1

+G2
2

∂

∂p2
+G3

2

∂

∂p3
+ g0

2

∂

∂s0
+ g1

2

∂

∂s1
+ g2

2

∂

∂s2
+ g3

2

∂

∂s3
,

Z3 = v3
∂

∂q
+G0

3

∂

∂v0
−G1

3

∂

∂v1
−G2

3

∂

∂v2
−G3

3

∂

∂v3
+G0

3

∂

∂p0
+G1

3

∂

∂p1

+G2
3

∂

∂p2
+G3

3

∂

∂p3
+ g0

3

∂

∂s0
+ g1

3

∂

∂s1
+ g2

3

∂

∂s2
+ g3

3

∂

∂s3
,

where Gβα, g
β
α, for (α, β) ∈ ({0, 1, 2, 3} × {0, 1, 2, 3})\{(0, 0)}, are arbitrary functions.

Now we can project onto each factor of the manifold W using the projections

ρ1, ρ2 to recover the Lagrangian and Hamiltonian formalisms. In the Lagrangian

formalism we obtain the holonomic 4-vector field X = (X0, X1, X2, X3) given by

X0 = v0
∂

∂q
+
(
−m2q + γ0v0 − γ1v1 − γ2v2 − γ3v3 + F 1

1 + F 2
2 + F 3

3

) ∂

∂v0

+ F01
∂

∂v1
+ F02

∂

∂v2
+ F03

∂

∂v3
+
(
L − g1

1 − g2
2 − g3

3

) ∂

∂s0
+ g1

0

∂

∂s1
+ g2

0

∂

∂s2
+ g3

0

∂

∂s3
,

X1 = v1
∂

∂q
+ F10

∂

∂v0
+ F11

∂

∂v1
+ F12

∂

∂v2
+ F13

∂

∂v3
+ g0

1

∂

∂s0
+ g1

1

∂

∂s1
+ g2

1

∂

∂s2
+ g3

1

∂

∂s3
,

X2 = v2
∂

∂q
+ F20

∂

∂v0
+ F21

∂

∂v1
+ F22

∂

∂v2
+ F23

∂

∂v3
+ g0

2

∂

∂s0
+ g1

2

∂

∂s1
+ g2

2

∂

∂s2
+ g3

2

∂

∂s3
,

X3 = v3
∂

∂q
+ F30

∂

∂v0
+ F31

∂

∂v1
+ F32

∂

∂v2
+ F33

∂

∂v3
+ g0

3

∂

∂s0
+ g1

3

∂

∂s1
+ g2

3

∂

∂s2
+ g3

3

∂

∂s3
,
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where F βα , g
β
α for (α, β) ∈ ({0, 1, 2, 3} × {0, 1, 2, 3}) \ {(0, 0)}, are arbitrary func-

tions. In the Hamiltonian counterpart, we get the Hamiltonian 4-vector field Y =

(Y0, Y1, Y2, Y3) given by

Y0 = v0
∂

∂q
+
(
−m2q + γµp

µ −G1
1 −G2

2 −G3
3

) ∂

∂p0
+G1

0

∂

∂p1
+G2

0

∂

∂p2
+G3

0

∂

∂p3

+
(
L − g2

2 − g3
3 − g4

4

) ∂

∂s0
+ g1

0

∂

∂s1
+ g2

0

∂

∂s2
+ g3

0

∂

∂s3
,

Y1 = v1
∂

∂q
+G0

1

∂

∂p0
+G1

1

∂

∂p1
+G2

1

∂

∂p2
+G3

1

∂

∂p3
+ g0

1

∂

∂s0
+ g1

1

∂

∂s1
+ g2

1

∂

∂s2
+ g3

1

∂

∂s3
,

Y2 = v2
∂

∂q
+G0

2

∂

∂p0
+G1

2

∂

∂p1
+G2

2

∂

∂p2
+G3

2

∂

∂p3
+ g0

2

∂

∂s0
+ g1

2

∂

∂s1
+ g2

2

∂

∂s2
+ g3

2

∂

∂s3
,

Y3 = v3
∂

∂q
+G0

3

∂

∂p0
+G1

3

∂

∂p1
+G2

3

∂

∂p2
+G3

3

∂

∂p3
+ g0

3

∂

∂s0
+ g1

3

∂

∂s1
+ g2

3

∂

∂s2
+ g3

3

∂

∂s3
,

where the functions Gβα, g
β
α with (α, β) ∈ ({0, 1, 2, 3} × {0, 1, 2, 3}) \ {(0, 0)} are arbi-

trary.

Notice that conditions (10.30), (10.31), (10.32), (10.33), (10.34) and (10.35) lead

to (
� +m2 − γ0

∂

∂x0
+ γ1

∂

∂x1
+ γ2

∂

∂x2
+ γ3

∂

∂x3

)
φ = 0 ,

which represents a “damped” Klein–Gordon equation. Clearly, taking γµ = 0, we

recover the Klein–Gordon equation (10.24). An important particular case arises when

taking γµ = (−γ, 0, 0, 0). In this case, the telegrapher’s equation

�φ+ γ
∂φ

∂x0
+m2φ = 0

happens to be a particular case of the “damped” Klein–Gordon equation.

10.7 Maxwell’s equations with dissipation

The behaviour of the electromagnetic field in vacuum is described by Maxwell’s

equations [104, p. 2]:

∇ · E =
ρ

ε0
, (10.36)

∇ ·B = 0 , (10.37)

∇× E = −∂B
∂t

, (10.38)

∇×B = µ0J + µ0ε0
∂E

∂t
, (10.39)

where E is the electric field, B is the magnetic field, ρ is the charge density, J is

the current density, ε0 is the permitivity of free space, µ0 is the permeability of free
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space and the speed of light c = 1√
ε0µ0

.

It is well known that we can rewrite Maxwell’s equations in the Minkowski space

M equipped with the Minkowski metric gµν ,

gµν =


1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1

 ,

by defining the electromagnetic tensor Fµν given by

Fµν =
∂Aν
∂xµ

− ∂Aµ
∂xν

= ∂µAν − ∂νAµ = Aν, µ −Aµ, ν ,

where Aµ =

(
φ

c
,A1, A2, A3

)
is the electromagnetic 4-potential. The electromagnetic

tensor Fµν can be written in matrix form as

Fµν =


0 Ex/c Ey/c Ez/c

−Ex/c 0 −Bz By
−Ey/c Bz 0 −Bx
−Ez/c −By Bx 0

 .

We can also define de current 4-vector as J µ = (cρ, J). With these objects, the first

pair of Maxwell’s equations (10.36) and (10.39) are written as

∂µF
µν = µ0J µ , (10.40)

while the second pair of Maxwell’s equations (10.37) and (10.38) become

∂αFµν + ∂µFνα + ∂νFαµ = 0 , (10.41)

also known as Bianchi identity. Equations (10.41) are a direct consequence of the

definition of Fµν , while the first pair of Maxwell’s equations (10.40) can be obtained

as the Euler–Lagrange equations for the Lagrangian

L = − 1

4µ0
FµνF

µν −AµJ µ .

From now on, we are going to consider Maxwell’s equations without charges and

currents (J µ = 0),

∂µF
µν = 0 ,

∂αFµν + ∂µFνα + ∂νFαµ = 0 .
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Skinner–Rusk formalism

Now we are going to develop the Skinner–Rusk formalism for the Lagrangian with

dissipation [112, 70]

L = − 1

4µ0
FµνF

µν − γαsα , (10.42)

defined on the manifold ⊕4TR4×R4 equipped with coordinates (Aµ, Aµ, ν ; sα), where

µ, ν, α = 0, 1, 2, 3 and γα = (γ0,γ) is a constant 4-vector.

We begin by considering the extended Pontryagin bundle

W = ⊕4TR4 ×R4 ⊕4T∗R4 × R4 ,

equipped with natural coordinates (Aµ, Aµ, ν , P
µ, ν , sα). We have the coupling func-

tion

C = Pµ, νAµ, ν ,

the canonical forms

Θα = Pµ, αdAµ , Ωα = −dΘα = dAµ ∧ dPµ, α ,

and the contact forms

ηα = dsα − Pµ, αdAµ .

Using the Lagrangian (10.42), we define the Hamiltonian function

H = C − L = Pµ, νAµ, ν +
1

4µ0
FµνF

µν + γαs
α .

It is easy to check that the vector fields Rα =
∂

∂sα
are Reeb vector fields of W. To

solve the Lagrangian–Hamiltonian problem for the 4-precontact system (W, ηα,H)

means to find a 4-vector field Z = (Z0, Z1, Z2, Z3) ∈ X4(W) satisfying equations

(9.2). We have that

dH−Rα(H)ηα =

(
Pµ, ν − 1

µ0
Fµν

)
dAµ, ν +Aµ, νdPµ, ν − γαPµ, αdAµ .

Then, consider a 4-vector field Z = (Z0, Z1, Z2, Z3) in W with local expression

Zα = (Zα)µ
∂

∂Aµ
+ (Zα)µβ

∂

∂Aµ, β
+ (Zα)µβ

∂

∂Pµ, β
+ (Zα)β

∂

∂sβ
.

For this vector field, we have

i(Zα)dηα = (Zα)µdPµ, α − (Zα)µ, αdAµ ,

i(Zα)ηα = (Zα)α − Pµ, α(Zα)µ ,
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and thus the first equation in (9.2) gives the conditions

(Zα)µα = −γαPµ, α (coefficients in dAµ) , (10.43)

Pµ, ν =
1

µ0
Fµν (coefficients in dAµ, ν) , (10.44)

Aµ, α = (Zα)µ (coefficients in dPµ, α) . (10.45)

Furthermore, the second equation in (9.2) gives

(Zα)α = Pµ, α ((Zα)µ −Aµ, α) + L ,

and hence, using (10.45),

(Zα)α = L .

We have obtained the constraint functions

ξµν = Pµ, ν − 1

µ0
Fµν ,

defining a submanifoldW1 ↪→W. Now we have to impose the tangecy of the 4-vector

field Z to this submanifold W1:

0 = Zα(ξµν) = Zα

(
Pµ, ν − 1

µ0
Fµν

)
= (Zα)µν − 1

µ0

∂Fµν

∂Aτβ
(Zα)τβ

= (Zα)µν − 1

µ0

(
gµτgνβ − gµβgντ

)
(Zα)τβ

which partially determine some of the coefficients of the 4-vector field Z. Notice

that no new constraints appear and hence the constraint algorithm ends with the

submanifold Wf =W1 and gives the solutions Z = (Z0, Z1, Z2, Z3), where

Zα = Aµ, α
∂

∂Aµ
+ (Zα)µν

∂

∂Aµ, ν
+ (Zα)µν

∂

∂Pµ, ν
+ (Zα)β

∂

∂sβ
,

satisfying the conditions
(Zα)α = L ,
(Zα)µα = −γαPµ, α ,

(Zα)µν =
1

µ0

(
gµτgνβ − gµβgντ

)
(Zα)τβ .

4-contact Maxwell equations and damped electromagnetic waves

Notice that, combining equations (10.43) and (10.44), we obtain

∂αF
αµ = −γαFαµ ,
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which is the dissipative version of the first pair of Maxwell’s equations. Together

with the Bianchi identity (10.41), we can write the 4-contact Maxwell’s equations

without charges and currents:

∇ · E = −γ · E (10.46)

∇ ·B = 0 (10.47)

∇× E = −∂B
∂t

(10.48)

∇×B = µ0ε0
∂E

∂t
− γ ×B +

γ0

c
E . (10.49)

Applying the curl operator to the third and fourth equations (10.48), (10.49), we

get

µ0ε0
∂2E

∂t2
−∇2E +

γ0

c

∂E

∂t
= −γ × (∇× E) ,

µ0ε0
∂2B

∂t2
−∇2B +

γ0

c

∂B

∂t
= −∇× (γ ×B) .

Taking γµ = (γ0,0), we obtain

∂2E

∂t2
− c2∇2E + cγ0

∂E

∂t
= 0 ,

∂2B

∂t2
− c2∇2B + cγ0

∂B

∂t
= 0 ,

which are the 3-dimensional analogues of the damped wave equation (10.6) studied

in Example 10.1.



Conclusions

In this final chapter we summarize the results obtained in the development of this

thesis. We also give a list of the publications derived from this work. Finally, we

point out several interesting lines of future research.

Summary of contributions

The starting point of this work has been the contact formulation of Hamiltonian and

Lagrangian mechanical systems [13, 15, 39]. This thesis has been devoted to enlarge

the knowledge on these systems and generalize this theory to the case of first-order

field theories.

The new results presented in this thesis are the following ones:

• We show an almost equivalent alternative form of writing the contact Hamil-

tonian equations (1.3) without using the Reeb vector field (Proposition 1.2.4).

We give the corresponding version of the contact Lagrangian equations without

Reeb vector field (Section 1.3). This way of writing the dynamical equations

of the system might be useful when dealing with singular systems, because in

such cases we do not have a uniquely determined Reeb vector field.

• We have defined several notions of symmetry of a contact Hamiltonian system

and stated some relations between them (Section 2.2). We have introduced

the concept of dissipated quantity of a contact Hamiltonian system and proved

that every infinitesimal dynamical symmetry has associated a dissipated quan-

tity (Theorem 2.2.2). In particular, we state the energy dissipation theorem

for contact Hamiltonian systems (Theorem 2.2.4). We also define the concept

of conserved quantity and we have proved that the quotient of two dissipated

quantities is a conserved quantity and that the product of a conserved and a

dissipated quantity is a new dissipated quantity (Proposition 2.2.6). We have

studied the symmetries of canonical contact Hamiltonian systems (2.3). In

particular, we have proved the momentum dissipation theorem 2.3.2. We have

studied the symmetries of contact Lagrangian systems (Section 2.4). In par-

ticular, we have proved that if the Lagrangian function does not depend on

the position qi, then the vector field ∂/∂qi is an infinitesimal contact symme-

try and its associated dissipated quantity is the momentum ∂L/∂vi (Theorem

2.4.2). We have also compared the symmetries of a Hamiltonian system on a

symplectic manifold and its corresponding contactified system (Section 2.5).

159
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• Chapter 3 generalizes the Skinner–Rusk formalism [143] to contact systems. We

define the extended Pontryagin bundle and describe its canonical precontact

structure (Section 3.1) and developed the Skinner–Rusk formalism for contact

systems is developed in detail (Section 3.2). In particular, we show that the

holonomy condition is recovered from the formalism even in the singular case.

We also see that the Legendre map arises as a set of constraints. We have

proved that we can recover both the Lagrangian and Hamiltonian formalisms

from the Skinner–Rusk formalism as usual (Section 3.3).

• In order to deal with singular dissipative field theories, we first studied the

case of singular nonautonomous field theories in the k-cosymplectic setting

(Section 6.2). In particular, we have defined the notion of k-precosymplectic

manifold (Definition 6.2.1) and proved the existence of global Reeb vector fields

in every k-precosymplectic manifold (Proposition 6.2.3). We have described in

full detail the constraint algorithm for singular nonautonomous field theories.

In particular, we characterize the constraints arising and give an operational

way to compute the constraint submanifolds (Section 6.3).

• We have introduced the notion of k-contact manifold (Definition 7.1.2). This

concept is a generalization of the notion of contact manifold and k-symplectic

structure. We have shown that the Reeb distribution of a k-contact manifold

is involutive, and therefore integrable (Lemma 7.1.5), and proved the existence

and uniqueness of a family of Reeb vector fields spanning the Reeb distribu-

tion (Theorem 7.1.6). We end this section stating the Darboux theorem for

k-contact manifolds (Theorem 7.1.6). We have presented the Hamiltonian for-

malism for k-contact systems, stated the k-contact Hamilton–De Donder–Weyl

equations and prove that they have solutions, although they are not unique if

k > 1 (Section 7.2). We also offer an alternative way of writing Hamilton–De

Donder–Weyl equations without making use of the Reeb vector fields (Theorem

7.2.8). We have introduced several notions of symmetries of k-contact Hamil-

tonian systems and proved some of their properties (Section 7.3). We have

generalized the concept of dissipated quantity to the notion of dissipation law

and present two types dissipation laws (Section 7.4). We have stablished the re-

lation between the two types of dissipation laws (Proposition 7.4.2) and proved

that every infinitesimal dynamical symmetry has associated a map F : M → Rk

satisfying the dissipation law for k-vector fields (Theorem 7.4.4).

• In order to develop a k-contact formalism for Lagrangian field theories, we

have described the canonical structures of the bundle ⊕kTQ × Rk (Section

8.1). We have also shown that, given a regular Lagrangian function L ∈
C∞(⊕kTQ × Rk), we can define a k-contact structure (ηαL) in the manifold

⊕kTQ × Rk (Proposition 8.1.6). Thus, (⊕kTQ × Rk, ηαL, EL) is a k-contact

Hamiltonian system. We have pointed out the differences between regular and

singular Lagrangians and described the difficulties that arise when dealing with
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singular systems. We also summarize the constraint algorithm that allows to

find (if it exists) a submanifold where the k-contact Lagrangian equations are

consistent and have solutions tangent to this submanifold (Section 8.3). We

have introduced several notions of symmetries of k-contact Lagrangian systems

and stated some of their properties (Section 8.4). We have extended the notion

of dissipated quantity of a mechanical system and thus defining two notions

of dissipation law and stablished the relation between them (Section 8.5). We

have also studied the symmetries of the Lagrangian function of a k-contact

system and, in particular, we have stated the momentum dissipation theorem

8.6.4.

• We have generalized the Skinner–Rusk formalism presented in Chapter 3 to

the case of field theories. We have defined the extended Pontryagin bundle and

describe its canonical k-precontact structure (Section 9.1). We have presented

the Skinner–Rusk formalism for k-contact systems and applied the constraint

algorithm to it. In particular, we showed that the holonomy condition is re-

covered from the formalism even if the Lagrangian function is singular and that

the Legendre map arises as a set of constraint functions (Section 9.2). Finally,

we see that we can recover both the Lagrangian and Hamiltonian formalisms

from the Skinner–Rusk formalism as usual (Section 9.3).

Along the present thesis, several examples have been worked out, including both

regular and singular systems in mechanics and field theory. In Chapter 4 we ana-

lyze the following mechanical systems: the damped harmonic oscillator, the motion

of a particle in a constant gravitational field with friction, the parachute equation,

Lagrangians with holonomic dissipation term, a central force with dissipation, the

damped simple pendulum using the Lagrange multipliers method and Cawley’s La-

grangian with dissipation. In Section 6.4 we apply the k-precosymplectic constraint

algorithm to systems described by Lagrangian functions which are affine in the ve-

locities and to a singular quadratic Lagrangian. Chapter 10 is devoted to analyze

several dissipative field theories: the damped vibrating string, two coupled vibrating

strings with damping, Burgers’ equation as a contactification of the heat equation,

the inverse problem for a type of elliptic and hyperbolic partial differential equations,

a comparison between Lorentz-like forces and dissipative forces on a vibrating string,

Klein–Gordon and the telegrapher’s equation, Maxwell’s equations with dissipation

and damped electromagnetic waves.

Further research

There are some lines of future research and open problems derived from this thesis:

• To develop a geometric formalism to deal with nonautonomous dissipative me-

chanical systems. We will need to define some notion of cocontact manifold, in

the same way as cosymplectic geometry is the natural framework for nonau-

tonomous mechanical systems.
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• The k-contact formalism described in this thesis is useful when dealing with

dissipative field theories described by autonomous Lagrangians. It is necessary

to develop a k-cocontact formalism (in the same way as the k-cosymplectic

formalism generalizes the k-symplectic formalism) to work with nonautonomous

dissipative field theories.

• It would be interesting to generalize the multisymplectic formalism in order

to model dissipative field theories, thus developing a multicontact formalism.

This formalism will have to be extended in order to deal with singular dissi-

pative field theories. In the case of nondissipative field theories, the multisym-

plectic formalism is of great interest as it has both the k-symplectic and the

k-cosymplectic formalism as particular cases.

• The Herglotz variational principle [99, 42] for dissipative mechanical systems

could be generalized to a new variational principle yielding the k-contact Euler–

Lagrange equations.

• It would be interesting to find new examples of mechanical systems and field

theories described by contact or k-contact Lagrangians. In particular, one

could study the meaning of adding a dissipative term to the Lagrangian of the

relativistic free-particle or to gravitational Lagrangians, such as the Einstein–

Palatini or the Hilbert–Einstein Lagrangians (see [66] and references therein).

• It would be worthwhile to use the contact formalism to deal with dynamical

systems not necessarily mechanical, such as population dynamics. In particular,

it might be of interest the study of reversible systems from the contact point

of view.

List of publications

The publications derived from this work are [36, 67, 68, 69, 92, 93]. In addition, there

have been 10 contributions to national and international congresses and workshops,

4 of them being talks and 6 of them being posters.

The list of publications, in chronological order, is the following:

• [92] X. Gràcia, X. Rivas and N. Román-Roy. “Constraint algorithm for singular

field theories in the k-cosymplectic framework”. J. Geom. Mech., 12:1–23,

2020. https://doi.org/10.3934/jgm.2020002.

– Sections 6.2, 6.3 and 6.4.

• [68] J. Gaset, X. Gràcia, M. C. Muñoz-Lecanda, X. Rivas and N. Román-

Roy. “New contributions to the Hamiltonian and Lagrangian contact for-

malisms for dissipative mechanical systems and their symmetries”. Int. J.

Geom. Methods Mod. Phys., 16(6):2050090, 2020. https://doi.org/10.

1142/S0219887820500905.

– Section 1.3 and Chapters 2 and 4.

https://doi.org/10.3934/jgm.2020002
https://doi.org/10.1142/S0219887820500905
https://doi.org/10.1142/S0219887820500905


10. Conclusions 163

• [67] J. Gaset, X. Gràcia, M. C. Muñoz-Lecanda, X. Rivas and N. Román-

Roy. “A contact geometry framework for field theories with dissipation”. Ann.

Phys., 414:168092, 2020. https://doi.org/10.1016/j.aop.2020.168092.

– Chapters 7 and 10.

• [69] J. Gaset, X. Gràcia, M. C. Muñoz-Lecanda, X. Rivas and N. Román-Roy.

“A k-contact Lagrangian formalism for nonconservative field theories”. Rep.

Math. Phys., 87(3):347–368, 2021. https://doi.org/10.1016/S0034-4877(21)

00041-0.

– Chapters 8 and 10.

• [36] M. de León, J. Gaset, M. Lainz-Valcázar, X. Rivas and N. Román-Roy.

“Unified Lagrangian-Hamiltonian formalism for contact systems”. Fortschritte

der Phys., 68(8):2000045, 2020. https://doi.org/10.1002/prop.202000045.

– Chapters 3 and 4.

• [93] X. Gràcia, X. Rivas and N. Román-Roy. “Skinner–Rusk formalism for

k-contact systems”, preprint, 2021. https://arxiv.org/abs/2109.07257

– Chapters 9 and 10.

https://doi.org/10.1016/j.aop.2020.168092
https://doi.org/10.1016/S0034-4877(21)00041-0
https://doi.org/10.1016/S0034-4877(21)00041-0
https://doi.org/10.1002/prop.202000045
https://arxiv.org/abs/2109.07257
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[70] J. Gaset and A. Maŕın-Salvador. Application of Herglotz’s Variational Principle

to Electromagnetic Systems with Dissipation. https://arxiv.org/abs/2108.

07542, 2021.

https://doi.org/10.1063/1.1628384
https://doi.org/10.1142/S0129055X91000114
https://doi.org/10.1002/prop.2190440304
https://doi.org/10.1063/1.1308075
https://arxiv.org/abs/2108.06519
https://arxiv.org/abs/2108.06519
http://hdl.handle.net/2117/121028
http://hdl.handle.net/2117/121028
https://doi.org/10.1016/j.aop.2020.168092
https://doi.org/10.1142/S0219887820500905
https://doi.org/10.1016/S0034-4877(21)00041-0
https://doi.org/10.1016/S0034-4877(21)00041-0
https://arxiv.org/abs/2108.07542
https://arxiv.org/abs/2108.07542


Bibliography 171

[71] J. Gaset and N. Román-Roy. Multisymplectic unified formalism for Einstein–

Hilbert gravity. J. Math. Phys., 59(3):032502, 2018. https://doi.org/10.

1063/1.4998526.

[72] H. Geiges. An Introduction to Contact Topology, volume 109 of Cambridge

Studies in Advanced Mathematics. Cambridge University Press, 2008. https:

//doi.org/10.1017/CBO9780511611438.

[73] B. Georgieva and R. Guenther. First Noether-type theorem for the generalized

variational principle of Herglotz. Topol. Methods Nonlinear Anal., 20(2):261–

273, 2002. https://doi.org/10.12775/TMNA.2002.036.

[74] B. Georgieva, R. Guenther, and T. Bodurov. Generalized variational principle

of Herglotz for several independent variables. First Noether-type theorem. J.

Math. Phys., 44(9):3911, 2003. https://doi.org/10.1063/1.1597419.

[75] G. Giachetta, L. Mangiarotti, and G. A. Sardanashvily. New Lagrangian and

Hamiltonian Methods in Field Theory. World Scientific, River Edge, 1997.

https://doi.org/10.1142/2199.

[76] C. Godbillon. Geometrie Differentielle Et Mecanique Analytique. Collection

methodes. Hermann, Paris, 1969.

[77] H. Goldschmidt and S. Sternberg. The Hamilton-Cartan formalism in the

calculus of variations. Ann. Inst. Fourier, 23(1):203–267, 1973. https://doi.

org/10.5802/aif.451.

[78] M. J. Gotay, J. Isenberg, and J. E. Marsden. Momentum maps and classical

relativistic fields. I. Covariant theory. MSRI Preprints, 1999.

[79] M. J. Gotay and J. M. Nester. Presymplectic Lagrangian systems I: The

constraint algorithm and the equivalence theorem. Ann. Inst. H. Poincaré,
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[85] X. Gràcia, R. Mart́ın, and N. Román-Roy. Constraint algorithm for k-

presymplectic Hamiltonian systems: application to singular field theories. Int.

J. Geom. Methods Mod. Phys., 6(5):851–872, 2009. https://doi.org/10.

1142/S0219887809003795.
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[101] L. A. Ibort and J. Maŕın-Solano. A geometric classification of Lagrangian

functions and the reduction of evolution space. J. Phys. A: Math. Gen.,

25(11):3353–3367, 1992. https://doi.org/10.1088/0305-4470/25/11/036.

[102] N. Ibragimov and T. Kolsrud. Lagrangian Approach to Evolution Equa-

tions: Symmetries and Conservation Laws. Nonlinear Dyn., 36(1):29–40, 2004.

https://doi.org/10.1023/B:NODY.0000034644.82259.1f.

[103] C. Itzykson and J.-B. Zuber. Quantum field theory. International Series In

Pure and Applied Physics. McGraw-Hill, New York, 1980.

[104] J. D. Jackson. Classical electrodynamics. Wiley, 3rd edition, 1999. https:

//doi.org/10.1002/3527600434.eap109.

[105] K. Kamimura. Singular Lagrangian and constrained Hamiltonian systems,

generalized canonical formalism. Nuovo Cim. B, 68(1):33–54, 1982. https:

//doi.org/10.1007%2FBF02888859.

[106] I. V. Kanatchikov. Canonical structure of classical field theory in the poly-

momentum phase space. Rep. Math. Phys., 41(1):49–90, 1998. https:

//doi.org/10.1016/S0034-4877(98)80182-1.

[107] A. L. Kholodenko. Applications of Contact Geometry and Topology in Physics.

World Scientific, 2013. https://doi.org/10.1142/8514.

https://doi.org/10.1007/s00574-011-0031-6
https://doi.org/10.4310/JDG%2F1214440723
https://doi.org/10.4310/ATMP.2004.v8.n3.a5
https://doi.org/10.4310/ATMP.2004.v8.n3.a5
https://doi.org/10.1088/0305-4470/25/11/036
https://doi.org/10.1023/B:NODY.0000034644.82259.1f
https://doi.org/10.1002/3527600434.eap109
https://doi.org/10.1002/3527600434.eap109
https://doi.org/10.1007%2FBF02888859
https://doi.org/10.1007%2FBF02888859
https://doi.org/10.1016/S0034-4877(98)80182-1
https://doi.org/10.1016/S0034-4877(98)80182-1
https://doi.org/10.1142/8514


174 Xavier Rivas — Geometrical aspects of contact systems and field theories

[108] J. Kijowski. A finite-dimensional canonical formalism in the classical field

theory. Comm. Math. Phys., 30(2):99–128, 1973. https://doi.org/10.1007/

BF01645975.

[109] J. Kijowski and W. M. Tulczyjew. A symplectic framework for field theories,

volume 107 of Lecture Notes in Physics. Springer-Verlag, Berlin Heidelberg,

1st edition, 1979. https://doi.org/10.1007/3-540-09538-1.

[110] J. Klein. Espaces variationnels et mécanique. Ann. Inst. H. Poincaré, 12:1–124,
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